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26.1 Bochner and Weitzenböck formulas . . . . . . . . . . . . . . . . . . . 118

27 Lecture 27 121
27.1 Manifolds with positive curvature operator . . . . . . . . . . . . . . . 121

3



Introduction

We will cover the following topics:

• First few lectures will be a quick review of tensor calculus and Riemannian
geometry: metrics, connections, curvature tensor, Bianchi identities, commuting
covariant derivatives, etc.

• Decomposition of curvature tensor into irreducible summands.

• Bochner-Weitzenbock formulas: various curvature conditions yield topological
restrictions on a manifold.

• Review of elliptic theory in Holder and Sobolev spaces. Theory of elliptic oper-
ators on Riemannian manifolds with basic Fredholm Theory, with applications
to Hodge Theory.

• On non-compact manifolds we will consider Fredholm operators on weighted
spaces, such as weighted Sobolev and Holder spaces. This has applications to
the study of asymptotically locally Euclidean spaces (ALE) spaces, such as the
Eguchi-Hanson metric.

Some basic references are [Bes87], [CLN06], [Lee97], [Pet06], [Poo81].

1 Lecture 1: September 6, 2011

1.1 Metrics, vectors, and one-forms

Let (M, g) be a Riemannian manifold, with metric g ∈ Γ(S2(T ∗M)). In coordinates,

g =
n∑

i,j=1

gij(x)dxi ⊗ dxj, gij = gij, (1.1)

and gij >> 0 is a positive definite matrix. The symmetry condition is of course
invariantly

g(X, Y ) = g(Y,X). (1.2)

A vector field is a section of the tangent bundle, X ∈ Γ(TM). In coordinates,

X = X i∂i, X i ∈ C∞(M), (1.3)

where

∂i =
∂

∂xi
, (1.4)

is the coordinate partial. We will use the Einstein summation convention: repeated
upper and lower indices will automatically be summed unless otherwise noted.

A 1-form is a section of the cotangent bundle, X ∈ Γ(T ∗M). In coordinates,

ω = ωidx
i, ωi ∈ C∞(M). (1.5)
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Remark 1.1. Note that components of vector fields have upper indices, while com-
ponents of 1-forms have lower indices. However, a collection of vector fields will be
indexed by lower indices, {Y1, . . . , Yp}, and a collection of 1-forms will be indexed by
upper indices {dx1, . . . , dxn}. This is one reason why we write the coordinates with
upper indices.

1.2 The musical isomorphisms

The metric gives an isomorphism between TM and T ∗M ,

[ : TM → T ∗M (1.6)

defined by

[(X)(Y ) = g(X, Y ). (1.7)

The inverse map is denoted by ] : T ∗M → TM . The cotangent bundle is endowed
with the metric

〈ω1, ω2〉 = g(]ω1, ]ω2). (1.8)

Note that if g has components gij, then 〈·, ·〉 has components gij, the inverse matrix
of gij.

If X ∈ Γ(TM), then

[(X) = Xidx
i, (1.9)

where

Xi = gijX
j, (1.10)

so the flat operator “lowers” an index. If ω ∈ Γ(T ∗M), then

](ω) = ωi∂i, (1.11)

where

ωi = gijωj, (1.12)

thus the sharp operator “raises” an index.

1.3 Inner product on tensor bundles

The metric induces a metric on Λk(T ∗M). We give 3 definitions, all of which are
equivalent:
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• Definition 1: If

ω1 = α1 ∧ · · · ∧ αk
ω2 = β1 ∧ · · · ∧ βk,

(1.13)

then

〈ω1, ω2〉 = det(〈αi, βj〉), (1.14)

and extend linearly. This is well-defined.

• Definition 2: If {ei} is an ONB of TpM , let {ei} denote the dual basis, defined
by ei(ej) = δij. Then declare that

ei1 ∧ · · · ∧ eik , 1 ≤ i1 < i2 < · · · < ik ≤ n, (1.15)

is an ONB of Λk(T ∗pM).

• Definition 3: If ω ∈ Λk(T ∗M), then in coordinates

ω =
n∑

i1<···<ik=1

ωi1...ikdx
i1 ∧ · · · ∧ dxik . (1.16)

By skew-symmetry, extend the ωi1...ik to be defined for all indices. Then

‖ω‖2
Λk = 〈ω, ω〉 =

1

k!

n∑
i1,...,ik=1

ωi1...ikωi1...ik , (1.17)

where

ωi1...ik = gi1ligi2l2 . . . giklkωl1...lk . (1.18)

Remark 1.2. One has to choose an identification of Λ(T ∗M) with Λ(TM)∗, in order
to view forms as multilinear alternating maps on the tangent space. We choose
the identification as in [War83, page 59]: if ω = e1 ∧ · · · ∧ ep ∈ Λp(T ∗M), and
e = e1 ∧ · · · ∧ ep ∈ Λp(TM), then

ω(e) = det[ei(ej)]. (1.19)

This makes the wedge product defined as follows. If α ∈ Ωp, and β ∈ Ωq, then

α ∧ β(X1, . . . , Xp+q) =
1

p! q!

∑
σ

α(Xσ(1), . . . , Xσ(p)) · β(Xσ(p+1), . . . , Xσ(p+q)), (1.20)

and the sum is over all permutations of length p+ q.
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To define an inner product on the full tensor bundle, we let

Ω ∈ Γ
(

(TM)⊗
p ⊗ (T ∗M)⊗

q
)
. (1.21)

We call such Ω a (p, q)-tensor field. As above, we can define a metric by declaring
that

ei1 ⊗ · · · ⊗ eip ⊗ ej1 ⊗ · · · ⊗ ejq (1.22)

to be an ONB. If in coordinates,

Ω = Ω
i1...ip
j1...jq

∂i1 ⊗ · · · ⊗ ∂ip ⊗ dxj1 ⊗ · · · ⊗ dxjq , (1.23)

then

‖Ω‖2 = 〈ω, ω〉 = Ω
j1...jq
i1...ip

Ω
i1...ip
j1...jq

, (1.24)

where the term Ω
j1...jq
i1...ip

is obtained by raising all of the lower indices and lowering all

of the upper indices of Ω
j1...jq
i1...ip

, using the metric. By polarization, the inner product
is given by

〈Ω1,Ω2〉 =
1

2

(
‖Ω1 + Ω2‖2 − ‖Ω1‖2 − ‖Ω2‖2

)
. (1.25)

Remark 1.3. We are using (1.19) to identify forms and alternating tensors. For
example, as an element of Λ2(T ∗M), e1 ∧ e2 has norm 1 if e1, e2 are orthonormal
in T ∗M . But under our identification with tensors, e1 ∧ e2 is identified with e1 ⊗
e2 − e2 ⊗ e1, which has norm

√
2 with respect to the tensor inner product. Thus our

identification in (1.19) is not an isometry, but is a constant multiple of an isometry.

We remark that one may reduce a (p, q)-tensor field into a (p − 1, q − 1)-tensor
field for p ≥ 1 and q ≥ 1. This is called a contraction, but one must specify which
indices are contracted. For example, the contraction of Ω in the first contrvariant
index and first covariant index is written invariantly as

Tr(1,1)Ω, (1.26)

and in coordinates is given by

δj1i1 Ω
i1...ip
j1...jq

= Ω
li2...ip
lj2...jq

. (1.27)

1.4 Connections on vector bundles

A connection is a mapping Γ(TM)× Γ(E)→ Γ(E), with the properties

• ∇Xs ∈ Γ(E),

• ∇f1X1+f2X2s = f1∇X1s+ f2∇X2s,
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• ∇X(fs) = (Xf)s+ f∇Xs.

In coordinates, letting si, i = 1 . . . p, be a local basis of sections of E,

∇∂isj = Γkijsk. (1.28)

If E carries an inner product, then ∇ is compatible if

X〈s1, s2〉 = 〈∇Xs1, s2〉+ 〈s1,∇Xs2〉. (1.29)

For a connection in TM , ∇ is called symmetric if

∇XY −∇YX = [X, Y ], ∀X, Y ∈ Γ(TM). (1.30)

Theorem 1.1. (Fundamental Theorem of Riemannian Geometry) There exists a
unique symmetric, compatible connection in TM .

Invariantly, the connection is defined by

〈∇XY, Z〉 =
1

2

(
X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉

−〈Y, [X,Z]〉 − 〈Z, [Y,X]〉+ 〈X, [Z, Y ]〉
)
.

(1.31)

Letting X = ∂i, Y = ∂j, Z = ∂k, we obtain

Γlijglk = 〈Γlij∂l, ∂k〉 = 〈∇∂i∂j, ∂k〉

=
1

2

(
∂igjk + ∂jgik − ∂kgij

)
,

(1.32)

which yields the formula

Γkij =
1

2
gkl
(
∂igjl + ∂jgil − ∂lgij

)
(1.33)

for the Riemannian Christoffel symbols.

1.5 Curvature in the tangent bundle

The curvature tensor is defined by

R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z, (1.34)

for vector fields X, Y , and Z. We define

Rm(X, Y, Z,W ) ≡ −〈R(X, Y )Z,W 〉. (1.35)

The algebraic symmetries are:

R(X, Y )Z = −R(Y,X)Z (1.36)

0 = R(X, Y )Z +R(Y, Z)X +R(Z,X)Y (1.37)

Rm(X, Y, Z,W ) = −Rm(X, Y,W,Z) (1.38)

Rm(X, Y,W,Z) = Rm(W,Z,X, Y ). (1.39)
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In a coordinate system we define quantities R l
ijk by

R(∂i, ∂j)∂k = R l
ijk ∂l, (1.40)

or equivalently,

R = R l
ijk dx

i ⊗ dxj ⊗ dxk ⊗ ∂l. (1.41)

Define quantities Rijkl by

Rijkl = Rm(∂i, ∂j, ∂k, ∂l), (1.42)

or equivalently,

Rm = Rijkldx
i ⊗ dxj ⊗ dxk ⊗ dxl. (1.43)

Then

Rijkl = −〈R(∂i, ∂j)∂k, ∂l〉 = −〈R m
ijk ∂m, ∂l〉 = −R m

ijk gml. (1.44)

Equivalently,

Rijlk = R m
ijk gml, (1.45)

that is, we lower the upper index to the third position.

Remark 1.4. Some authors choose to lower this index to a different position. One
has to be very careful with this, or you might end up proving that Sn has negative
curvature!

In coordinates, the algebraic symmetries of the curvature tensor are

R l
ijk = −R l

jik (1.46)

0 = R l
ijk +R l

jki +R l
kij (1.47)

Rijkl = −Rijlk (1.48)

Rijkl = Rklij. (1.49)

Of course, we can write the first 2 symmetries as a (0, 4) tensor,

Rijkl = −Rjikl (1.50)

0 = Rijkl +Rjkil +Rkijl. (1.51)

Note that using (1.49), the algebraic Bianchi identity (1.51) may be written as

0 = Rijkl +Riklj +Riljk. (1.52)
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We next compute the curvature tensor in coordinates.

R(∂i, ∂j)∂k = R l
ijk ∂l

= ∇∂i∇∂j∂k −∇∂j∇∂i∂k

= ∇∂i(Γ
l
jk∂l)−∇∂j(Γ

l
ik∂l)

= ∂i(Γ
l
jk)∂l + ΓljkΓ

m
il ∂m − ∂j(Γlik)∂l − ΓlikΓ

m
jl∂m

=
(
∂i(Γ

l
jk) + ΓmjkΓ

l
im − ∂j(Γlik)− ΓmikΓ

l
jm

)
∂l,

(1.53)

which is the formula

R l
ijk = ∂i(Γ

l
jk)− ∂j(Γlik) + ΓlimΓmjk − ΓljmΓmik (1.54)

Fix a point p. Exponential coordinates around p form a normal coordinate system
at p. That is gij(p) = δij, and ∂kgij(p) = 0, which is equivalent to Γkij(p) = 0. The
Christoffel symbols are

Γljk =
1

2
glm
(
∂kgjm + ∂jgkm − ∂mgjk

)
. (1.55)

In normal coordinates at the point p,

∂iΓ
l
jk =

1

2
δlm
(
∂i∂kgjm + ∂i∂jgkm − ∂i∂mgjk

)
. (1.56)

We then have at p

R l
ijk =

1

2
δlm
(
∂i∂kgjm − ∂i∂mgjk − ∂j∂kgim + ∂j∂mgik

)
. (1.57)

Lowering an index, we have at p

Rijkl = −1

2

(
∂i∂kgjl − ∂i∂lgjk − ∂j∂kgil + ∂j∂lgik

)
= −1

2

(
∂2 7 g

)
.

(1.58)

The 7 symbol is the Kulkarni-Nomizu product, which takes 2 symmetric (0, 2) tensors
and gives a (0, 4) tensor with the same algebraic symmetries of the curvature tensor,
and is defined by

A7B(X, Y, Z,W ) =A(X,Z)B(Y,W )− A(Y, Z)B(X,W )

− A(X,W )B(Y, Z) + A(Y,W )B(X,Z).

To remember: the first term is A(X,Z)B(Y,W ), skew symmetrize in X and Y to get
the second term. Then skew-symmetrize both of these in Z and W .
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1.6 Sectional curvature, Ricci tensor, and scalar curvature

Let Π ⊂ TpM be a 2-plane, and let Xp, Yp ∈ TpM span Π. Then

K(Π) =
Rm(X, Y,X, Y )

g(X,X)g(Y, Y )− g(X, Y )2
=

g(R(X, Y )Y,X)

g(X,X)g(Y, Y )− g(X, Y )2
, (1.59)

is independent of the particular chosen basis for Π, and is called the sectional curvature
of the 2-plane Π. The sectional curvatures in fact determine the full curvature tensor:

Proposition 1.1. Let Rm and Rm′ be two (0, 4)-curvature tensors which satisfy
K(Π) = K ′(Π) for all 2-planes Π, then Rm = Rm′.

From this proposition, if K(Π) = k0 is constant for all 2-planes Π, then we must
have

Rm(X, Y, Z,W ) = k0

(
g(X,Z)g(Y,W )− g(Y, Z)g(X,W )

)
, (1.60)

That is

Rm =
k0

2
g 7 g. (1.61)

In coordinates, this is

Rijkl = k0(gikgjl − gjkgil). (1.62)

We define the Ricci tensor as the (0, 2)-tensor

Ric(X, Y ) = tr(U → R(U,X)Y ). (1.63)

We clearly have

Ric(X, Y ) = R(Y,X), (1.64)

so Ric ∈ Γ(S2(T ∗M)). We let Rij denote the components of the Ricci tensor,

Ric = Rijdx
i ⊗ dxi, (1.65)

where Rij = Rji. From the definition,

Rij = R l
lij = glmRlimj. (1.66)

Notice for a space of constant curvature, we have

Rjl = gikRijkl = k0g
ik(gikgjl − gjkgil) = (n− 1)k0gjl, (1.67)

or invariantly

Ric = (n− 1)k0g. (1.68)
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The Ricci endomorphism is defined by

Rc(X) ≡ ]
(
Ric(X, ·)

)
. (1.69)

The scalar curvature is defined as the trace of the Ricci endomorphism

R ≡ tr(X → Rc(X)). (1.70)

In coordinates,

R = gpqRpq = gpqglmRlpmq. (1.71)

Note for a space of constant curvature k0,

R = n(n− 1)k0. (1.72)

2 Lecture 2: September 8, 2011

2.1 Covariant derivatives of tensor fields

Let E and E ′ be vector bundles over M , with covariant derivative operators ∇, and
∇′, respectively. The covariant derivative operators in E ⊗ E ′ and Hom(E,E ′) are

∇X(s⊗ s′) = (∇Xs)⊗ s′ + s⊗ (∇′Xs′) (2.1)

(∇XL)(s) = ∇′X(L(s))− L(∇Xs), (2.2)

for s ∈ Γ(E), s′ ∈ Γ(E ′), and L ∈ Γ(Hom(E,E ′)). Note also that the covariant
derivative operator in Λ(E) is given by

∇X(s1 ∧ · · · ∧ sr) =
r∑
i=1

s1 ∧ · · · ∧ (∇Xsi) ∧ · · · ∧ sr, (2.3)

for si ∈ Γ(E).
These rules imply that if T is an (r, s) tensor, then the covariant derivative ∇T

is an (r, s+ 1) tensor given by

∇T (X, Y1, . . . , Ys) = ∇X(T (Y1, . . . Ys))−
s∑
i=1

T (Y1, . . . ,∇XYi, . . . , Ys). (2.4)

We next consider the above definitions in components for (r, s)-tensors. For the case
of a vector field X ∈ Γ(TM), ∇X is a (1, 1) tensor field. By the definition of a
connection, we have

∇mX = ∇m(Xj∂j) = (∂mX
j)∂j +XjΓlmj∂l = (∇mX

i +X lΓiml)∂i. (2.5)

In other words,

∇X = ∇mX
i(dxm ⊗ ∂i), (2.6)

12



where

∇mX
i = ∂mX

i +X lΓiml. (2.7)

However, for a 1-form ω, (2.2) implies that

∇ω = (∇mωi)dx
m ⊗ dxi, (2.8)

with

∇mωi = ∂mωi − ωlΓlim. (2.9)

The definition (2.1) then implies that for a general (r, s)-tensor field S,

∇mS
i1...ir
j1...js

≡ ∂mS
i1...ir
j1...js

+ Sli2...irj1...js
Γi1ml + · · ·+ S

i1...ir−1l
j1...js

Γirml

− Si1...irlj2...js
Γlmj1 − · · · − S

i1...ir
j1...js−1l

Γlmjs .
(2.10)

Remark 2.1. Some authors instead write covariant derivatives with a semi-colon

∇mS
i1...ir
j1...js

= Si1...irj1...js;m
. (2.11)

However, the ∇ notation fits nicer with our conventions, since the first index is the
direction of covariant differentiation.

Notice the following calculation,

(∇g)(X, Y, Z) = Xg(Y, Z)− g(∇XY, Z)− g(Y,∇XZ) = 0, (2.12)

so the metric is parallel. Next, let I : TM → TM denote the identity map, which is
naturally a (1, 1) tensor. We have

(∇I)(X, Y ) = ∇X(I(Y ))− I(∇XY ) = ∇XY −∇XY = 0, (2.13)

so the identity map is also parallel.
Also note that covariant differentiation commutes with contraction,

∇m

(
δj1i1X

i1i2...
j1j2...

)
= δj1i1∇mX

i1i2...
j1j2...

(2.14)

2.2 Double covariant derivatives

For an (r, s) tensor field T , we will write the double covariant derivative as

∇2T = ∇∇T, (2.15)

which is an (r, s+ 2) tensor.

Proposition 2.1. If T is an (r, s)-tensor field, then the double covariant derivative
satisfies

∇2T (X, Y, Z1, . . . , Zs) = ∇X(∇Y T )(Z1, . . . , Zs)− (∇∇XY T )(Z1, . . . Zs). (2.16)

13



Proof. We compute

∇2T (X, Y, Z1, . . . , Zs) = ∇(∇T )(X, Y, Z1, . . . , Zs)

= ∇X(∇T (Y, Z1, . . . , Zs))−∇T (∇XY, Z1, . . . , Zs)

−
s∑
i=i

∇T (Y, . . . ,∇XZi, . . . Zs).

(2.17)

The right hand side of (2.16) is

∇X(∇Y T )(Z1, . . . , Zs)− (∇∇XY T )(Z1, . . . Zs)

= ∇X(∇Y T (Z1, . . . , Zs))−
s∑
i=1

(∇Y T )(Z1, . . . ,∇XZi, . . . , Zs)

−∇∇XY (T (Z1, . . . , Zs)) +
s∑
i=1

T (Z1, . . . ,∇∇XYZi, . . . , Zs).

(2.18)

The first term on the RHS of (2.18) is the same as first term on the RHS of (2.17).
The second term on the RHS of (2.18) is the same as third term on the RHS of (2.17)
Finally, the last two terms on the RHS of (2.18) are the same as the second term on
the RHS of (2.17).

Remark 2.2. When we write

∇i∇jT
j1...jr
ii...is

(2.19)

we mean the components of the double covariant derivative of T as a (r, s+2) tensor.
This does NOT mean to take one covariant derivative ∇T , plug in ∂j to get an (r, s)
tensor, and then take a covariant derivative in the ∂i direction; this would yield only
the first term on the right hand side of (2.16).

2.3 Commuting covariant derivatives

Let X, Y, Z ∈ Γ(TM), and compute using Proposition 2.1

∇2Z(X, Y )−∇2Z(Y,X) = ∇X(∇YZ)−∇∇XYZ −∇Y (∇XZ)−∇∇YXZ
= ∇X(∇YZ)−∇Y (∇XZ)−∇∇XY−∇YXZ
= ∇X(∇YZ)−∇Y (∇XZ)−∇[X,Y ]Z

= R(X, Y )Z,

(2.20)

which is just the definition of the curvature tensor. In coordinates,

∇i∇jZ
k = ∇j∇iZ

k +R k
ijm Z

m. (2.21)
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We extend this to (p, 0)-tensor fields:

∇2(Z1 ⊗ · · · ⊗ Zp)(X, Y )−∇2(Z1 ⊗ · · · ⊗ Zp)(Y,X)

= ∇X(∇Y (Z1 ⊗ · · · ⊗ Zp))−∇∇XY (Z1 ⊗ · · · ⊗ Zp)
−∇Y (∇X(Z1 ⊗ · · · ⊗ Zp))−∇∇YX(Z1 ⊗ . . .⊗ Zp

= ∇X

( p∑
i=1

Z1 ⊗ · · ·∇YZi ⊗ · · · ⊗ Zp
)
−

p∑
i=1

Z1 ⊗ · · ·∇∇XYZi ⊗ · · · ⊗ Zp

−∇Y

( p∑
i=1

Z1 ⊗ · · ·∇XZi ⊗ · · · ⊗ Zp
)

+

p∑
i=1

Z1 ⊗ · · ·∇∇YXZi ⊗ · · · ⊗ Zp

=

p∑
j=1

p∑
i=1,i 6=j

Z1 ⊗∇XZj ⊗ · · ·∇YZi ⊗ · · · ⊗ Zp

−
p∑
j=1

p∑
i=1,i 6=j

Z1 ⊗∇YZj ⊗ · · ·∇XZi ⊗ · · · ⊗ Zp

+

p∑
i=1

Z1 ⊗ · · · ⊗ (∇X∇Y −∇Y∇X −∇[X,Y ])Zi ⊗ · · · ⊗ Zp

=

p∑
i=1

Z1 ⊗ · · · ⊗ R(X, Y )Zi ⊗ · · · ⊗ Zp.

(2.22)

In coordinates, this is

∇i∇jZ
i1...ip = ∇j∇iZ

ii...ip +

p∑
k=1

R ik
ijm Zi1...ik−1mik+1...ip . (2.23)

Proposition 2.2. For a 1-form ω, we have

∇2ω(X, Y, Z)−∇2ω(Y,X,Z) = ω(R(Y,X)Z). (2.24)

Proof. Using Proposition 2.1, we compute

∇2ω(X, Y, Z)−∇2ω(Y,X,Z)

= ∇X(∇Y ω)(Z)− (∇∇XY ω)(Z)−∇Y (∇Xω)(Z)− (∇∇YXω)(Z)

= X(∇Y ω(Z))−∇Y ω(∇XZ)−∇XY (ω(Z)) + ω(∇∇XYZ)

− Y (∇Xω(Z)) +∇Xω(∇YZ) +∇YX(ω(Z))− ω(∇∇YXZ)

= X(∇Y ω(Z))− Y (ω(∇XZ)) + ω(∇Y∇XZ)−∇XY (ω(Z)) + ω(∇∇XYZ)

− Y (∇Xω(Z)) +X(ω(∇YZ))− ω(∇X∇YZ) +∇YX(ω(Z))− ω(∇∇YXZ)

= ω
(
∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z

)
+X(∇Y ω(Z))− Y (ω(∇XZ))−∇XY (ω(Z))

− Y (∇Xω(Z)) +X(ω(∇YZ)) +∇YX(ω(Z)).

(2.25)
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The last six terms are

X(∇Y ω(Z))− Y (ω(∇XZ))−∇XY (ω(Z))

− Y (∇Xω(Z)) +X(ω(∇YZ)) +∇YX(ω(Z))

= X
(
Y (ω(Z))− ω(∇YZ)

)
− Y (ω(∇XZ))− [X, Y ](ω(Z))

− Y
(
X(ω(Z))− ω(∇XZ)

)
+X(ω(∇YZ))

= 0.

(2.26)

Remark 2.3. It would have been a bit easier to assume we were in normal coordi-
nates, and assume terms with ∇XY vanished, but we did the above for illustration.

In coordinates, this formula becomes

∇i∇jωk = ∇j∇iωk −R p
ijk ωp. (2.27)

As above, we can extend this to (0, s) tensors using the tensor product, in an almost
identical calculation to the (r, 0) tensor case. Finally, putting everything together,
the analogous formula in coordinates for a general (r, s)-tensor T is

∇i∇jT
i1...ir
j1...js

= ∇j∇iT
i1...ir
j1...js

+
r∑

k=1

R ik
ijm T

i1...ik−1mik+1...ir
j1...js

−
s∑

k=1

R m
ijjk

T i1...irj1...jk−1mjk+1...js
.

(2.28)

2.4 Gradient and Hessian

As an example of the above, we consider the Hessian of a function. For f ∈ C1(M,R),
the gradient is defined as

∇f = ](df), (2.29)

which is a vector field. This is standard notation, although in our notation above,
∇f = df , where this ∇ denotes the covariant derivative. The Hessian is the (0, 2)-
tensor defined by the double covariant derivative of a function, which by Proposition
2.1 is given by

∇2f(X, Y ) = ∇df(X, Y ) = X(df(Y ))− df(∇XY ) = X(Y f)− (∇XY )f. (2.30)

In components, this formula is

∇2f(∂i, ∂j) = ∇i∇jf = ∂i∂jf − Γkij(∂kf). (2.31)

The symmetry of the Hessian

∇2f(X, Y ) = ∇2f(Y,X), (2.32)

then follows easily from the symmetry of the Riemannian connection. No curvature
terms appear!
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2.5 Differential Bianchi Identity

The differential Bianchi identity is

∇Rm(X, Y, Z, V,W ) +∇Rm(Y, Z,X, V,W ) +∇Rm(Z,X, Y, V,W ) = 0. (2.33)

This can be easily verified using the definition of the covariant derivative of a (0, 4)
tensor field which was given in the last lecture, and using normal coordinates to
simplify the computation. In coordinates, this is equivalent to

∇iRjklm +∇jRkilm +∇kRijlm = 0. (2.34)

Let us raise an index,

∇iR
l

jkm +∇jR
l

kim +∇kR
l

ijm = 0. (2.35)

Contract on the indices i and l,

0 = ∇lR
l

jkm +∇jR
l

klm +∇kR
l

ljm = ∇lR
l

jkm −∇jRkm +∇kRjm. (2.36)

This yields the Bianchi identity

∇lR
l

jkm = ∇jRkm −∇kRjm. (2.37)

In invariant notation, this is sometimes written as

δR = d∇Ric, (2.38)

where d∇ : S2(T ∗M)→ Λ2(T ∗M)⊗ T ∗M , is defined by

d∇h(X, Y, Z) = ∇h(X, Y, Z)−∇h(Y, Z,X), (2.39)

and δ is the divergence operator.
Next, trace (2.37) on the indices k and m,

gkm∇lR
l

jkm = gkm∇jRkm − gkm∇kRjm. (2.40)

Since the metric is parallel, we can move the gkm terms inside,

∇lg
kmR l

jkm = ∇jg
kmRkm −∇kg

kmRjm. (2.41)

The left hand side is

∇lg
kmR l

jkm = ∇lg
kmglpRjkpm

= ∇lg
lpgkmRjkpm

= ∇lg
lpRjp = ∇lR

l
j.

(2.42)

So we have the Bianchi identity

2∇lR
l
j = ∇jR. (2.43)

Invariantly, this can be written

δRc =
1

2
dR. (2.44)
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Corollary 2.1. Let (M, g) be a connected Riemannian manifold. If n > 2, and there
exists a function f ∈ C∞(M) satisfying Ric = fg, then Ric = (n − 1)k0g, where k0

is a constant.

Proof. Taking a trace, we find that R = nf . Using (2.43), we have

2∇lR
l
j = 2∇l

(R
n
δlj

)
=

2

n
∇lR = ∇lR. (2.45)

Since n > 2, we must have dR = 0, which implies that R, and therefore f , is
constant.

3 Lecture 3: September 13, 2011

3.1 Gauss Lemma

We begin with a preliminary lemma.

Lemma 3.1. The radial geodesics from a point p are orthogonal to distance spheres
around p.

Proof. Let v(s) be a curve in TpM with ‖v(s)‖ = r0, and define f(r, s) = exp(rv(s)).
We compute

∂

∂r

{
g
(∂f
∂r
,
∂f

∂s

)}
= g
(D
∂r

∂f

∂r
,
∂f

∂s

)
+ g
(∂f
∂r
,
D

∂r

∂f

∂s

)
(3.1)

= 0 + g
(∂f
∂r
,
D

∂r

∂f

∂s

)
(since radial curves are geodesics) (3.2)

= g
(∂f
∂r
,
D

∂s

∂f

∂r

)
(symmetry of the connection) (3.3)

=
1

2

∂

∂s

{
g
(∂f
∂r
,
∂f

∂r

)}
(compatibility of the connection). (3.4)

Notice that ∂f/∂r at the point (r, s) is the tangent vector to the geodesic γ(r) from
p, with initial tangent vector v(s). Since the norm of a tangent vector to a geodesic
is constant in r, we have that

g
(∂f
∂r
,
∂f

∂r

)
= r0, (3.5)

and is therefore independent of s. Consequently, the function

g
(∂f
∂r
,
∂f

∂s

)
(3.6)

must be constant in r. But since f(0, s) = p, we have

∂f

∂s

∣∣∣
r=0

= 0, (3.7)

which finishes the proof.
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3.2 Normal Coordinates I

We define Euclidean normal coordinates to be the coordinate system given by the
exponential map, together with a Euclidean coordinate system {xi} on TpM . We
define radial normal coordinates to be

Φ : R+ × Sn−1 →M, (3.8)

given by

(r, ξ) 7→ exp(rξ). (3.9)

Proposition 3.1. In Euclidean normal coordinates,

g = gEuc +O(|x|2), as x→ 0, (3.10)

where gEuc is the standard Euclidean metric. In radial normal coordinates, we have

Φ∗g = dr2 + gn−1, (3.11)

where gn−1 is a metric on Sn−1 depending upon r, and satisfying

gn−1 = r2gSn−1 +O(r2), as r → 0, (3.12)

where gSn−1 is the standard metric on the unit sphere.

Proof. For the first statement, we know that exp∗(0) = Id, so the constant term in
the Taylor expansion of g is given by gEuc. Next, we recall that the geodesic equation
is

γ̈i + Γijkγ̇
j γ̇k = 0. (3.13)

Since the radial directions are geodesics, we can let γ = rv, where v is any vector.
Evaluating the geodesic equation at the origin, we have

Γijk(0)vjvk = 0, (3.14)

for arbitrary v, so Γijk(0) = 0 (using symmetry). It is then easy to see from the
definition of the Christoffel symbols that all first derivatives of the metric then vanish
at p.

In normal coordinates, the lines through the origin are geodesics, and therefore
have parallel tangent vector field. This implies that the radial component of the
metric is dr2. Then (3.11) follows from the Gauss Lemma. Finally, we see that
gEuc = dr2 + r2gSn−1 , so the second expansion follows from the first.

Remark 3.1. Notice that the term r2gSn−1 is indeed O(1) as r → 0. Write h = gSn−1 ,
and then fixing some coordinate system on Sn−1, we compute

|r2h|2 = r4gipgjqhijhpq = hiphjqhijhpq = (n− 1). (3.15)

If that is not convincing, then consider the case of n = 2. Let x = r cos(θ) and
y = r sin(θ). Then r2 = x2 + y2, and θ = arctan y/x. It is then easy to compute that

dx2 + dy2 = dr2 + r2dθ2. (3.16)

Note that, in a computation analogous to the above, that |dθ| = r−1. That is, dθ is
not of unit norm, but rather rdθ is.
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3.3 Jacobi Fields

Let γ(t) be a geodesic, and let γ(s, t) be a 1-parameter variation of γ(t) through
geodesics. Then we have

D2

dt2

( ∂
∂s
γ(s, t)

)
=
D

∂t

D

∂t

∂

∂s
γ(s, t) (3.17)

=
D

∂t

D

∂s

∂

∂t
γ(s, t) (symmetry of the connection) (3.18)

=
D

∂s

D

∂t

∂

∂t
γ(s, t) +R

( ∂
∂t
γ,

∂

∂s
γ
) ∂
∂t
γ(s, t) (3.19)

= R
( ∂
∂t
γ,

∂

∂s
γ
) ∂
∂t
γ(s, t), (3.20)

where the last line follows since γ(s0, t) is a geodesic for fixed s0. Letting

J =
∂

∂s
γ, γ̇ =

∂

∂t
γ, (3.21)

we have that J satisfies the Jacobi equation:

D2

dt2
J +R(J, γ̇)γ̇ = 0. (3.22)

This is a second order ODE, and the space of solutions is therefore of dimension 2n.
Obviously, (at+ b)γ̇ is a Jacobi field for any constants a and b.

Proposition 3.2. Let (M, g) have constant curvature k0, and γ be a unit speed
geodesic. Then the Jacobi Fields along γ which vanish at t = 0 and which are or-
thogonal to γ̇ are given by f(t)E where E is a parallel normal field, and f is given
by

f =


Ct k0 = 0

C sin(
√
k0 · t) k0 > 0

C sinh(
√
−k0 · t) k0 < 0

. (3.23)

Proof. Let E be a parallel normal vector field along γ, and consider f(t)E. Since g
has constant curvature k0, from (1.60) above, we have

R(E, γ̇)γ̇ = −k0(〈E, γ̇〉γ̇ − 〈γ̇, γ̇〉E) = k0E, (3.24)

since by assumption E is orthogonal to γ̇, and γ is a unit speed geodesic. Plugging
this into the Jacobi equation,

(f̈ + k0f)E = 0, (3.25)

which has the stated solutions.
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Corollary 3.1. If g has constant curvature k0, then in radial normal coordinates the
metric has the form

g =


dr2 + r2gSn−1 k0 = 0

dr2 + 1
k0

sin2(
√
k0 · r)gSn−1 k0 > 0

dr2 + 1
|k0| sinh2(

√
|k0| · r)gSn−1 k0 < 0

. (3.26)

Proof. Pulling the metric back to TpM using the exponential map, we have a metric
on TpM for which lines through the origin are geodesics. Consider the map γ(s, t) =
tξ(s), where ξ(s) is any curve. For s fixed, this is a geodesic, so is a 1-parameter
variation of geodesics. Call ξ(0) = α and ξ′(0) = β. From above, we see that

∂

∂s
γ
∣∣∣
s=0

= tβ (3.27)

is a Jacobi field along the geodesic t 7→ tα. From Proposition 3.1, we already know
that the metric in radial normal coordinates has the form (3.11). So assume that β is
orthogonal to α in the Euclidean metric, and that |α| = 1. We claim that the Jacobi
Field tβ is orthogonal to α along this geodesic. To see this we compute

d2

dt2
(g(tβ, α)) = g

(D2

dt2
(tβ), α

)
(since α is parallel) (3.28)

= g(−R(tβ, α)α, α) = 0, (3.29)

from the skew-symmetry of the curvature tensor. This obviously implies that g(β, α)
is constant in t, and must vanish identically since it vanishes at the origin. From
Proposition 3.2 we conclude that

tβ =


CtE k0 = 0

C sin(
√
k0 · t)E k0 > 0

C sinh(
√
−k0 · t)E k0 < 0

, (3.30)

where E is parallel.
If k0 = 0, this says that β is a parallel normal field. In particular, |β| is indepen-

dent of the radius, and |β|(rα) = |β|(0). So the metric in normal cordinates is the
Euclidean metric everywhere, which has the stated form in radial coordinates.

If k0 > 0, then

t

sin(
√
k0 · t)

β (3.31)

is parallel, which implies that

|β|(rα) =
sin(
√
k0 · r)√
k0 · r

|β|(0). (3.32)

In radial coordinates, the metric on the sphere of radius r pulls pack to r2gSn−1 , so
the r cancels out and we arrive at (3.26). A similar argument holds in the k0 < 0
case.
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This implies that any two space forms of the same constant curvature are locally
isometric, but not necessarily globally! The above coordinate system can fail for two
reasons. First, one can hit the cut locus, in which case the coordinate system is not
injective. Second, the expression for the metric can become degenerate, this is called
a conjugate point. Discuss the cut locus in a few examples, such as tori, spheres,
projective spaces, lens spaces.

4 Lecture 4: September 15, 2011

4.1 Taylor expansion of a metric in normal coordinates

Theorem 4.1. In normal coordinates, a metric g admits the expansion

gij = δij +
1

3
Rkijlx

kxl +
1

6
(∇mRkijl)x

mxkxl (4.1)

+
( 1

20
(∇p∇qRkijl) +

2

45
R r
kil R

s
pjq δrs

)
xkxlxpxq +O(|x|5), (4.2)

as x→ 0, where all coefficients are evaluated at 0.

Proof. To compute this, we argue as in the proof of Corollary 3.1. Choose β orthog-
onal to α in the Euclidean metric, and assume that |α| = 1. Then J = tβ is a Jacobi
field along the geodesic t 7→ tα. We want to expand the function f(t) ≡ g(tβ, tβ)(tα)
as a function of t. Obviously, f(0) = 0, and

∂tf = ∂t(g(J, J)) = 2g(DtJ, J). (4.3)

Evaluating at 0, f ′(0) = 0, since J(0) = 0. Next,

∂2
t g(J, J) = 2g(D2

t J, J) + 2g(DtJ,DtJ). (4.4)

Evaluating (4.4) at 0, since J(0) = 0, and DtJ = β, we have

f ′′(0) = 2g0(β, β), (4.5)

where g0 denotes the Euclidean metric at the origin.
To simplify notation, we will let Rα denote the endomorphism J 7→ R(α, J)α, so

we can write

∂2
t g(J, J) = 2g(Rα(J), J) + 2g(DtJ,DtJ). (4.6)

Note that Rα is self-adjoint, i.e.,

g(Rα(X), Y ) = g(R(α,X)α, Y ) = g(R(α, Y )α,X) = g(X,RαY ), (4.7)

from the symmetry of the curvature tensor (1.39).
Differentiating (4.4),

∂3
t (g(J, J)) = 2g(D3

t J, J) + 6g(D2
t J,DtJ). (4.8)
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Evaluating at 0, since J(0) = 0, and D2
t J = Rα(J), we have

f ′′′(0) = 0. (4.9)

Differentiating (4.8),

∂4
t (g(J, J)) = 2g(D4

t J, J) + 8g(D3
t J,DtJ) + 6g(D2

t J,D
2
t J). (4.10)

Note that

D3
t J = Dt(D

2
t J) = Dt(Rα(J)) = (DtRα)(J) +Rα(DtJ). (4.11)

Evaluating (4.10) at t = 0, we obtain

f (iv)(0) = 8g0(Rα(β), β). (4.12)

Differentiating (4.10), we obtain

∂5
t (g(J, J)) = 2g(D5

t J, J) + 10g(D4
t J,DtJ) + 20g(D3

t J,D
2
t J). (4.13)

The first and last terms vanish at t = 0. We compute

D4
t J = D2

t (D
2
t J) = DtDt(Rα(J)) (4.14)

= Dt((DtRα)(J) +Rα(DtJ)) (4.15)

= (D2
tRα)(J) + 2(DtRα)(DtJ) +Rα(Rα(J)). (4.16)

Evaluating (4.13) at t = 0, we therefore have

f (v)(0) = 20g0(DtRα(β), β). (4.17)

Differentiating (4.10), we obtain

∂6
t (g(J, J)) = 2g(D6

t J, J) + 12g(D5
t J,DtJ) + 30g(D4

t J,D
2
t J) + 20g(D3

t J,D
3
t J).

(4.18)

The first and third term on the right hand side vanish at t = 0. Using (4.14), we
compute and evaluate at t = 0:

D5
t J(0) = 3(D2

tRα)(β) +Rα(Rα(β)). (4.19)

Also,

D3
t J(0) = Dt(Rα(J))(0) = Rα(β). (4.20)

Consequently, evaluating (4.18) at the origin,

f (vi)(0) = 36g0(D2
tRα(β), β) + 32g0(Rα(β), Rα(β)). (4.21)
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Performing a Taylor expansion around t = 0, we have shown that

g(β, β)(tα) = g0(β, β) +
t2

3
g0(Rα(β), β) +

t3

6
g0(DtRα(β), β)

+
t4

20
g0(D2

tRα(β), β) +
2t4

45
g0(Rα(β), Rα(β)).

(4.22)

We let α = (xi/t)∂i, and β = βj∂j. The first term on the right hand side of (4.22) is
simply

g0(β, β) = δijβ
iβj. (4.23)

The second term on the right hand side of (4.22) is

t2

3
g0(Rα(β), β) =

t2

3
g0(R(α, β)α, β) (4.24)

=
1

3
g0(R(xk∂k, β

i∂i)x
l∂l, β

j∂j) (4.25)

=
1

3
xkxlR m

kil δmjβ
iβj (4.26)

=
1

3
Rkijlx

kxlβiβj (4.27)

Also, since the Christoffel symbols vanish at p, covariant derivatives are just ordinary
partial derivatives. We also have that ∂t = (xi/t)∂i. The third term on the right
hand side of (4.22) is

t3

6
g0(DtRα(β), β) =

t3

6
g0(∂tR(α, β)α, β) (4.28)

=
1

6
g0(xm∂mR(xk∂k, β

i∂i)x
l∂l, β

j∂j) (4.29)

=
1

6
∇mR

p
kil δpjx

mkkxlβiβj (4.30)

=
1

6
∇mRkijlx

mkkxlβiβj (4.31)

The fourth term on the right hand side of (4.22) is

t4

20
g0(D2

tRα(β), β) =
1

20
g0(xpxq∂p∂qR(xk∂k, β

i∂i)x
l∂l, β

j∂j) (4.32)

=
1

20
∇p∇qR

m
kil δmjx

pxqxkxlβiβj (4.33)

=
1

20
∇p∇qRkijlx

pxqxkxlβiβj (4.34)

The fifth term on the right hand side of (4.22) is

2t4

45
g0(Rα(β), Rα(β)) =

2

45
g0(R(α, β)α,R(α, β)α)) (4.35)

=
2

45
g0(R(xk∂k, β

i∂i)x
l∂l, R(xp∂p, β

j∂j)x
q∂q) (4.36)

=
2

45
R r
kil R

s
pjq δrsx

kxlxpxqβiβj. (4.37)
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Adding together these 5 terms, we obtain the expansion (4.1).

4.2 Original definition of the curvature tensor

In fact, Riemann used the expansion of a metric (4.1) in normal coordinates to orig-
inally define the curvature tensor. We have

gij = δij +
1

3
Rkijlx

kxl +O(|x|3), (4.38)

as |x| → 0. Then

∂pgij =
1

3
Rpijlx

l +
1

3
Rkijpx

k +O(|x|3) (4.39)

and at the origin,

∂q∂pgij(0) =
1

3
(Rpijq +Rqijp), (4.40)

so we have the expansion

gij = δij +
1

3
(Rkijl +Rlijk)x

kxl +O(|x|3), (4.41)

as |x| → 0.
But the Taylor series expansion is also written

gij = δij +
1

2
∂k∂lgij(0)xkxl +O(|x|3) (4.42)

as |x| → 0, and therefore we must have

1

2
∂k∂lgij(0) =

1

3
(Rkijl +Rlijk). (4.43)

Riemann used this equation to show there is a unique such Rijkl with the algebraic
symmetries of the curvature tensor, defined by

Rijkl = −1

2

(
∂i∂kgjl − ∂i∂lgjk − ∂j∂kgil + ∂j∂lgik

)
, (4.44)

and proved directly that this defines a tensor. This is opposite to how we define
things today, see [Spi79, Chapter 4].

Exercise 1. Directly prove (4.43) using (4.44).

5 Lecture 5: September 20, 2011

In this lecture, will give an asymptotic expansion for the volume of geodesic balls.
We begin with the volume element.
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5.1 Expansion of volume element

We will next give an asymptotic expansion for the volume of geodesic balls. We begin
with the volume element.

Claim 5.1. We may write g = exp(C), where

Cij =
1

3
Rkijlx

kxl +
1

6
(∇mRkijl)x

mxkxl (5.1)

+
( 1

20
(∇p∇qRkijl)−

1

90
R r
kil R

s
pjq δrs

)
xkxlxpxq +O(|x|5), (5.2)

as |x| → 0.

Proof. We write

g = I +G2 +G3 +G4 +O(r5), (5.3)

and

C = C2 + C3 + C4 +O(r5), (5.4)

where the index corresponds to the degree of the term. Then

exp(C) = I + C +
1

2
C2 +O(r5) = 1 + C2 + C3 + (C4 +

1

2
C2

2) +O(r5). (5.5)

So we take C2 = G2, C3 = G3. The last equation is C4 + (1/2)C2
2 = G4, or C4 =

G4 − (1/2)G2
2. The coefficient of the quadratic curvature term in the expansion is

then (2/45)− (1/18) = −1/90.

Claim 5.2. We have

det(g) = 1− 1

3
Rklx

kxl − 1

6
(∇mRkl)x

mkkxl (5.6)

−
( 1

20
(∇p∇qRkl) +

1

90
R r
kil R

s
pjq δrsδ

ij − 1

18
RklRpq

)
xkxlxpxq +O(r5), (5.7)

as r → 0.

Proof. We use the formula det(g) = det(exp(C)) = exp(tr(C)), and compute (keeping
in mind that Rij = δpqRpiqj),

tr(C) = −1

3
Rklx

kxl − 1

6
(∇mRkl)x

mxkxl (5.8)

−
( 1

20
(∇p∇qRkl) +

1

90
R r
kil R

s
pjq δrsδ

ij
)
xkxlxpxq +O(|x|5), (5.9)

then taking exp as above, we obtain the stated expansion.
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Theorem 5.1. The volume element in normal coordinates has the expansion√
det(g) = 1− 1

6
Rklx

kxl − 1

12
(∇mRkl)x

mxkxl (5.10)

−
( 1

40
(∇p∇qRkl) +

1

180
R r
kil R

s
pjq δrsδ

ij − 1

72
RklRpq

)
xkxlxpxq +O(r5),

(5.11)

Proof. The Taylor expansion of
√
y around y = 1 is

√
y = 1 +

1

2
(y − 1)− 1

8
(y − 1)2 +O(|y − 1|3), (5.12)

as |y| → 1.

Corollary 5.1. If the Ricci tensor is strictly positive definite at p then√
det(g) <

√
det(gEuc) (5.13)

in a neighborhood of p. If the Ricci tensor is strictly negative definite at p then√
det(g) >

√
det(gEuc), (5.14)

in a neighborhood of p.

The case (5.33) is related to (but not equivalent to) Bishop’s volume comparison
theorem, which we will discuss later.

5.2 Expansion of volume

Theorem 5.2. Denote the volume of a ball of radius r in Euclidean space by ωnr
n.

The expansion for the volume of a metric ball is given by

V ol(r) = ωnr
n
{

1− R(p)

6(n+ 2)
r2 +

(−3|Rm|2 + 8|Ric|2 + 5R2 − 18∆R

360(n+ 2)(n+ 4)

)
r4 +O(r6)

}
,

(5.15)

as r → 0.

Proof. Obviously, no odd terms will appear in this expansion. Moreover, any poly-
nomial of the form

(x1)i1 . . . (xn)in (5.16)

restricted to a sphere S(r) will have integral zero if any of the ik are odd. This follows
from the change of variables formula applied to the transformation

(x1, . . . , xk, . . . , xn) 7→ (x1, . . . ,−xk, . . . , xn). (5.17)
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Also, from invariance under permutations of the coordinates, we have∫
S(1)

(xi)2dσ =

∫
S(1)

(xj)2dσ, (5.18)

which implies that ∫
S(1)

(xi)2dσ =
1

n

∫
S(1)

dσ = ωn. (5.19)

Next, ∫
B(p,r)

xkxl =

∫ r

0

∫
S(r)

xkxlrn−1dσdt (5.20)

=

∫ r

0

∫
S(1)

xkxlrn+1dσdt (5.21)

=
1

n+ 2
rn+2

∫
S(1)

xkxldσ (5.22)

=
1

n+ 2
rn+2δkl

∫
S(1)

(xl)2dσ (5.23)

=
ωn
n+ 2

rn+2δkl. (5.24)

Consequently, ∫
B(p,r)

Rklx
kxldx =

ωnR(p)

n+ 2
rn+2 (5.25)

For the next term, we need to consider quartic integrals.

Claim 5.3. For any i and j such that i 6= j,

nωn =

∫
S(1)

(xi)4dσ + n(n− 1)

∫
S(1)

(xi)2(xj)2dσ. (5.26)

Proof. From invariance under permutations of the coordinates, we have

nωn =

∫
S(1)

(
∑
i

(xi)2)2dσ =
∑
i

∫
S(1)

(xi)4dσ + 2
∑
i,j

∫
S(1)

(xi)2(xj)2dσ (5.27)

= n

∫
S(1)

(xi)4dσ + n(n− 1)

∫
S(1)

(xi)2(xj)2dσ. (5.28)

Claim 5.4. For any i and j such that i 6= j,∫
S(1)

(xi)4dσ = 3

∫
S(1)

(xi)2(xj)2dσ (5.29)
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Proof. Define a change of coordinates x̃1 = (1/
√

2)(x1 + x2), x̃2 = (1/
√

2)(x1 + x2),
and x̃j = xj for j ≥ 2. This is an orthonormal change of basis, so from rotational
invariance we have∫

S(1)

(x1)4dσ =

∫
S(1)

(x̃1)4dσ =
1

4

∫
S(1)

(x1 + x2)4dσ =
1

2

∫
S(1)

((x1)4 + (x1)2(x2)2)dσ,

(5.30)

Invariance under permutations of the coordinates then implies the claim.

Putting together the two claims implies that∫
S(1)

(xi)4dσ =
3

(n+ 2)
ωn, (5.31)

and for i 6= j, ∫
S(1)

(xi)2(xj)2dσ =
1

(n+ 2)
ωn, (5.32)

The next term in the expansion follows from these formulas.

Exercise 2. Fill in the details of the last step.

So the sign of the scalar curvature has a very important geometric meaning: locally
it measures the deviation of the volume of balls from the volume of Euclidean balls,
to highest order:

Corollary 5.2. If R(p) > 0 then

V ol(B(p, r)) < ωnr
n, (5.33)

for r sufficiently small. If R(p) < 0, then

V ol(B(p, r)) > ωnr
n, (5.34)

for r sufficiently small.

A fantastic reference for the material in this section is [Gra04].

6 Lecture 6: September 22, 2011

6.1 Geometry of level sets

Fix a point p, and let r(x) = d(p, x) denote the distance function to p. We know that
∂r is the unit normal to level sets S(r).We next consider the Hessian of r, which is
given by the following ∇2r = ∇(∂r). We will view this as an endomorphism of the
tangent space of S(r) at any point, and denote this by S. Note that of course,

S(X) = ∇X∂r. (6.1)
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Proposition 6.1. We have

∇∂rS + S2 = R∂r , (6.2)

(L∂rg) = 2∇2r, (6.3)

L∂rS = ∇∂rS, (6.4)

where R∂r is the endomorphism X 7→ R(∂r, X)∂r.

Proof. For (22.7), we have

∇∂rS(X) + S2(X) = ∇∂r(S(X))− S(∇∂rX) + S(S(X)) (6.5)

= ∇∂r(∇X(∂r))−∇∇∂rX(∂r) +∇∇X∂r(∂r) (6.6)

= ∇∂r(∇X(∂r))−∇[∂r,X](∂r) (6.7)

= R(∂r, X)∂r −∇X(∇∂r(∂r)). (6.8)

However, the second term is zero. To see this, for any X, we have

g(∇∂r∂r, X) = g(S(∂r), X) (6.9)

= g(∂r, S(X)) from symmetry of the Hessian (6.10)

= g(∂r,∇X∂r) =
1

2
X|∂r|2 = 0, (6.11)

since ∂r is a unit vector field.
For (22.12), we compute

(L∂rg(X, Y ) = ∂r(g(X, Y ))− g([∂r, X], Y )− g(X, [∂r, Y ]) (6.12)

= g(∇∂rX, Y ) + g(X,∇∂rY )− g(∇∂rX −∇X∂r, Y )− g(X,∇∂rY −∇Y ∂r) (6.13)

= g(∇X∂r, Y ) + g(X,∇Y ∂r) = 2g(S(X), Y ) = 2∇2r(X, Y ). (6.14)

For (6.4), we have

(L∂rS)(X) = L∂r(S(X))− S(L∂rX) (6.15)

= ∇∂r(S(X))−∇S(X)∂r − S(∇∂rX −∇X∂r) (6.16)

= (∇∂rS)(X) + S(∇∂r(X))− S(S(X))− S(∇∂rX) + S(S(X) (6.17)

= (∇∂rS)(X). (6.18)

In the case n = 2, this is very simple In radial normal coordinates, the metric is

g = dr2 + f 2dθ2, (6.19)

With respect to the orthonormal basis {∂r, f−1∂θ}, the hessian of r is of the form(
0 0
0 ∆r

)
. (6.20)
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We compute

2f∂rf = ∂rf
2 = ∂r|∂θ|2 (6.21)

= 2g(∇∂r∂θ, ∂θ) = 2g(S(∂θ, ∂θ)) (6.22)

= 2f 2S(f−1∂θ, f
−1∂θ)) = 2f 2(∆r). (6.23)

That is,

∆r =
∂rf

f
. (6.24)

Plugging in ∂θ to (22.7), and then taking an inner product with ∂θ, we obtain the
scalar equation

∂r(∆r) + (∆r)2 = g(R(∂r, ∂θ)∂r, ∂θ) = −K, (6.25)

where K is the Gaussian curvature. Note that we used (6.4) to replace the covariant
derivative with an ordinary coordinate derivative. This simplifies to

∂2
rf = −Kf. (6.26)

So the curvature completely determines the metric in dimension 2, since we have the
initial conditions f(0) = 0, and f ′(0) = 1 (recalling that f = r + O(r2) as r → 0).
Notice that (6.26) is exactly the Jacobi equation corresponding to ∂θ, so this viewpoint
is equivalent to the previous Jacobi field method.

6.2 Bishop’s Theorem and Myers’ Theorem

We will denote dVg =
√

det(g)dx = λdx.

Proposition 6.2. We have

∂rλ = (∆r) · λ (6.27)

∂r(∆r) +
1

n− 1
(∆r)2 ≤ −Ric(∂r, ∂r) (6.28)

∂2
r
n−1
√
λ ≤ −Ric(∂r, ∂r)

n− 1
· n−1
√
λ. (6.29)

Proof. For (6.27), we begin with (22.12), which says that ∂rgij = 2∇i∇jr. We note
the formula

∂r(det(g)) = T ijn−1∂rgij, (6.30)

where Tn−1 is the cofactor matrix. However g−1 = (1/ det(g))Tn−1, so

∂r(det(g)) = det(g) · (g−1)ij∂rgij = 2 det(g) ·∆r. (6.31)
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So we have

∂rλ =
∂r det(g)

2
√

det(g)
=

2∆r · det(g)

2
√

det(g)
= (∆r) · λ. (6.32)

For (6.28), we trace (22.7), which yields

∂r(∆r) + tr(S2) = tr(X 7→ R(∂r, X)∂r) = −Ric(∂r, ∂r). (6.33)

However, for any (n− 1)× (n− 1) matrix S, we have

0 ≤ |S − (1/n− 1)tr(S)g|2 = |S|2 − (1/n− 1)(tr(S))2, (6.34)

so (6.28) follows upon employing this matrix inequality.
Finally, a simple calculation shows that (6.27) and (6.28) imply (6.29).

Proposition 6.3. If Ric ≥ (n− 1)k, then

n−1
√
λ ≤


r k = 0

1√
k

sin(
√
k · r) k > 0

1√
|k|

sinh(
√
|k| · r) k < 0

. (6.35)

Furthermore,

∆r ≤


n−1
r

k = 0

(n− 1) cot(
√
k · r) k > 0

(n− 1) coth(
√
|k| · r)E k < 0

. (6.36)

Proof. The inequality (6.35) follows upon integration of (6.29). For (6.36), we note
that the inequality

∂r(∆r) +
1

n− 1
(∆r)2 ≤ −(n− 1)k (6.37)

can be integrated explicitly using separation of variables.

Remark 6.1. A useful way to write ∆r ≤ (n− 1)/r is ∆(r2) ≤ 2n.

Corollary 6.1. If (M, g) is complete, and satisfies Ric ≥ (n− 1)k then

V ol(B(p, r)) ≤ V olgk(Bgk(p, r)) (6.38)

where gk is a metric of constant sectional curvature k. Furthermore, if k > 0, then

diam(M, g) ≤ π√
k
. (6.39)

Proof. The estimate (6.38) follows easily from the estimate on the volume element
(6.35). For (6.39), (6.36) shows that any geodesic longer that π/

√
k must contain a

conjugate point, and therefore cannot be minimizing past this length.

A nice reference for this section is [Pet06].
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7 Lecture 7: September 27, 2011

7.1 Algebraic study of the curvature tensor

We say that a tensor A ⊂ ⊗4T ∗M is in S2(Λ2(T ∗M)) if

A(x, y, z, t) = −A(y, x, z, t) = −A(x, y, t, z)

A(x, y, z, t) = A(z, t, x, y).
(7.1)

Recall that the curvature tensor Rm as a (0, 4)-tensor satisfies

Rm ∈ S2(Λ2T ∗M) ⊂ ⊗4T ∗M. (7.2)

Define a map b : S2Λ2 → ⊗4T ∗M by

bA(x, y, z, t) =
1

3

(
A(x, y, z, t) + A(y, z, x, t) + A(z, x, y, t)

)
, (7.3)

this is called the Bianchi symmetrization map.

Claim 7.1. The Image of b is contained in S2Λ2.

Proof. First,

bA(y, x, z, t) =
1

3

(
A(y, x, z, t) + A(x, z, y, t) + A(z, y, x, t)

)
(7.4)

=
1

3

(
− A(x, y, z, t)− A(z, x, y, t)− A(y, z, x, t)

)
= −bA(x, y, z, t), (7.5)

and skew-symmetry in the last two indices is proved similarly. Next,

bA(z, t, x, y) =
1

3

(
A(z, t, x, y) + A(t, x, z, y) + A(x, z, t, y)

)
(7.6)

=
1

3

(
A(x, y, z, t) + A(z, y, t, x)− A(z, x, t, y)

)
(7.7)

=
1

3

(
A(x, y, z, t) + A(y, z, x, t) + A(z, x, y, t)

)
= bA(x, y, z, t). (7.8)

Next, we have

Claim 7.2. The space S2(Λ2) decomposes as

S2(Λ2) = Ker(b)⊕ Im(b), (7.9)

which is an orthogonal direct sum (using the tensor inner product defined above in
Subsection 1.3).
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Proof. It is very easy to that b is an idempotent, that is b2 = b. Next, given A ∈
S2(Λ2), consider B = A − f(A). Then f(B) = f(A) − f(f(A)) = 0. We next claim
that b is self-adjoint. To see, we compute in an orthonormal basis

g(A, bB) =
1

3
Aijkl(Bijkl +Bjkil +Bkijl) (7.10)

=
1

3
(AijklBijkl + AijklBjkil + AijklBkijl) (7.11)

=
1

3
(AijklBijkl + AkijlBijkl + AjkilBijkl) (7.12)

= g(bA,B). (7.13)

Clearly then, if A ∈ Ker(b), and B = b(C) ∈ Im(b), we have

g(A,B) = g(A, b(C)) = g(bA,C) = 0, (7.14)

that is, b is an orthogonal projection.

Next, we identify the image of b.

Claim 7.3. We have

Im(b) = Λ4T ∗M. (7.15)

Proof. To see this, we claim that

b(α� β) =
1

3
α ∧ β, (7.16)

where α, β ∈ Λ2(T ∗M), and � denotes the symmetric product. Here, we are thinking
of Λ2(T ∗M) as skew-symmetric (0, 2) tensors. We have that

(α� β)ijkl = αijβkl + αklβij (7.17)

(note that our symmetric product does not have a factor of 1/2, just like our wedge
product). So the left hand side of (7.16) is

(b(α� β))ijkl =
1

3
(αijβkl + βijαkl + αjkβil + βjkαil + αkiβjl + βkiαjl). (7.18)

Under our identification of 2-forms with (0, 2) tensors, the wedge product is given by

α ∧ β(ei, ej, ek, el) =
1

2! 2!

∑
σ

α(eσ(1), eσ(2)) · β(eσ(3), eσ(4)), (7.19)

and the sum is over all permutations of length 4. This can be rewritten as

α ∧ β(ei, ej, ek, el) =
∑

σ(1)<σ(2),σ(3)<σ(4)

α(eσ(1), eσ(2)) · β(eσ(3), eσ(4)) (7.20)

= α(ei, ej) · β(ek, el)− α(ei, ek) · β(ej, el) + α(ei, el) · β(ej, ek) (7.21)

+ α(ej, ek) · β(ei, el)− α(ej, el) · β(ei, ek) + α(ek, el) · β(ei, ej) (7.22)

= αijβkl − αikβjl + αilβjk + αjkβil − αjlβik + αklβij. (7.23)

Comparing (7.18), we see that the terms agree, up to the factor of 1/3. This clearly
implies the claim.
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Remark 7.1. Note that this implies b ≡ 0 if n = 2, 3, and dim(Im(b)) = 1 if n = 4.

Definition 1. The space of curvature-like tensors is

C = Ker(b) ⊂ S2(Λ2). (7.24)

Consider the decomposition

S2(Λ2) = C ⊕ Λ4. (7.25)

If V is a vector space of dimension p, then

dim(S2(V )) =
p(p+ 1)

2
. (7.26)

Since

dim(Λ2) =
n(n− 1)

2
, (7.27)

we find that

dimS2(Λ2) =
1

8
n(n− 1)(n2 − n+ 2). (7.28)

Also,

dim(Λ4) =

(
n

4

)
, (7.29)

which yields

dim(C) =
1

8
n(n− 1)(n2 − n+ 2)− 1

24
n(n− 1)(n− 2)(n− 3)

=
1

12
n2(n2 − 1).

(7.30)

Recall the Ricci contraction, c : C → S2(T ∗M), defined by

(c(Rm))(X, Y ) = tr(U → ]Rm(U,X, ·, Y )). (7.31)

In components, we have

c(Rm) = R l
lij dx

i ⊗ dxj = gpqRipjqdx
i ⊗ dxj. (7.32)

Recall the Kulkarni-Nomizu product 7 : S2(T ∗M)× S2(T ∗M)→ C defined by

h7 k(X, Y, Z,W ) = h(X,Z)k(Y,W )− h(Y, Z)k(X,W )

− h(X,W )k(Y, Z) + h(Y,W )k(X,Z).
(7.33)

Note that h7 k = k 7 h.
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Proposition 7.1. The map ψ : S2(T ∗M)→ C defined by

ψ(h) = h7 g, (7.34)

is injective for n > 2.

Proof. First note that

〈f, h7 g〉 = 4〈cf, h〉. (7.35)

To see this, we compute (in an orthonormal basis)

fijkl(hikgjl − hjkgil − hilgjk + hjlgik)

= fijkjhik − fijkihjk − fijjlhil + fijilhjl

= 4fijkjhik.

(7.36)

Also note that

c(h7 g) = (n− 2)h+ (tr(h))g. (7.37)

To see this

c(h7 g) =
∑
j,l

(h7 g)ijkl

=
∑
j,l

(hikgjl − hjkgil − hilgjk + hjlgik

= nhik − hjkgij − hijgjk + (tr(h))gik

= (n− 2)h+ (tr(h))g.

(7.38)

To prove the proposition, assume that h7 g = 0. Then

0 = 〈h7 g, h7 g〉
= 4〈h, c(h7 g)〉
= 4〈h, (n− 2)h+ (tr(h))g〉

= 4
(

(tr(h))2 + (n− 2)|h|2
)
,

(7.39)

which clearly implies that h = 0 if n > 2.

Corollary 7.1. For n = 2, the scalar curvature determines the full curvature tensor.
For n = 3, the Ricci curvature determines the full curvature tensor.

Proof. The n = 2 case is trivial, since the only non-zero component of R can be R1212.
For any n, define the Schouten tensor

A =
1

n− 2

(
Ric− R

2(n− 1)
g

)
. (7.40)
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We claim that

c(Rm− A7 g) = 0. (7.41)

To see this, we first compute

tr(A) =
1

n− 2

(
R− nR

2(n− 1)

)
=

R

2(n− 1)
. (7.42)

Then

c(Rm− A7 g) = c(Rm)− c(A7 g) = Ric−
(

(n− 2)A+ (tr(A))g
)

= Ric−
(
Ric− R

2(n− 1)
g +

R

2(n− 1)
g
)

= 0.

(7.43)

For n = 3, we have dim(C) = 6. From the proposition, we also have

ψ : S2(T ∗M) ↪→ C. (7.44)

But dim(S2(T ∗)) = 6, so ψ is an isomorphism. This implies that

Rm = A7 g. (7.45)

Remark 7.2. The above argument of course implies that, in any dimension, the
curvature tensor can always be written as

Rm = W + A7 g, (7.46)

where W ∈ Ker(c). The tensor W is called the Weyl tensor, which we will study in
depth a bit later.

8 Lecture 8: September 29

8.1 Orthogonal decomposition of the curvature tensor

Last time we showed that the curvature tensor may be decomposed as

Rm = W + A7 g, (8.1)

where W ∈ Ker(c) is the Weyl tensor, and A is the Schouten tensor. We can rewrite
this as

Rm = W +
1

n− 2
E 7 g +

R

2n(n− 1)
g 7 g, (8.2)
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where

E = Ric− R

n
g (8.3)

is the traceless Ricci tensor. In general, we will have

S2(Λ2(T ∗M)) = Λ4(T ∗M)⊕ C
= Λ4 ⊕W ⊕ ψ(S2

0(T ∗M))⊕ ψ(Rg),
(8.4)

whereW = Ker(c)∩Ker(b). This turns out to be an irreducible decomposition as an
SO(n)-module, except in dimension 4. In this case, the W splits into two irreducible
pieces W =W+ ⊕W−. We will discuss this in detail later.

Proposition 8.1. The decomposition (8.2) is orthogonal.

Proof. From above,

〈W,h7 g〉 = 4〈cW, h〉 = 0, (8.5)

so the Weyl tensor is clearly orthogonal to the other 2 terms. Next,

〈E 7 g, g 7 g〉 = 〈E, c(g 7 g)〉 = 〈E, 2(n− 1)g〉 = 0. (8.6)

To compute these norms, note that for any tensor B,

|B 7 g|2 = 〈B 7 g,B 7 g〉
= 4〈B, c(B 7 g)〉
= 4〈B, (n− 2)B + tr(B)g〉
= 4(n− 2)|B|2 + 4(tr(B))2.

(8.7)

The decomposition (7.46) yields

|Rm|2 = |W |2 + 4(n− 2)|A|2 + 4(tr(A))2, (8.8)

while the decomposition (8.2) yields

|Rm|2 = |W |2 +
4

n− 2
|E|2 +

2

n(n− 1)
R2. (8.9)

Note that

|E|2 = EijEij = (Rij −
R

n
gij)(Rij −

R

n
gij)

= |Ric|2 − 2

n
R2 +

1

n
R2

= |Ric|2 − 1

n
R2,

(8.10)

so we obtain

|Rm|2 = |W |2 +
4

n− 2
|Ric|2 − 2

(n− 1)(n− 2)
R2. (8.11)
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8.2 The curvature operator

Above, we said that P ∈ S2(Λ2) if P is a (0, 4) tensor satisfying (7.1). But now we
would like to view such an element as a symmetric mapping P : Λ2 → Λ2. In the
remainder of this section, we will perform computations in a local oriented ONB. For
a 2-form ω, the components of ω are defined by

ωij = ω(ei, ej), (8.12)

so that the 2-form can be written

ω =
1

2

∑
i,j

ωije
i ∧ ej. (8.13)

We define the operator P as follows: in an local ONB, we write

(Pω)ij ≡
1

2

∑
k,l

Pijklωkl. (8.14)

Another way to write this is

Pω =
1

2

∑
i,j

(Pω)ije
i ∧ ej =

1

4

∑
i,j,k,l

Pijklωkle
i ∧ ej. (8.15)

That is,

Pω =
1

4

∑
i,j,k,l

Pijklωkle
i ∧ ej. (8.16)

It is easy to see that P is well-defined and independent of the particular basis chosen.

Claim 8.1. The operator P is symmetric. That is,

〈Pω1, ω2〉Λ2 = 〈ω1,Pω2〉Λ2 . (8.17)

Proof. Using the identity

P (X, Y, Z,W ) = P (Z,W,X, Y ), (8.18)

we compute in an ONB

〈Pα, β〉Λ2 =
1

2

∑
k,l

(Pα)klβkl =
1

4

∑
i,j,k,l

Pijklαijβkl (8.19)

=
1

4

∑
i,j,k,l

αij(Pijklβkl) = 〈α,Pβ〉Λ2 . (8.20)
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Conversely, any symmetric operator P : Λ2 → Λ2 is equivalent to a (0, 4) tensor, by

Ppqrs = 〈P(ep ∧ eq), er ∧ es〉Λ2 . (8.21)

Claim 8.2. These maps are inverses of each other.

Proof. We first write down the components of ep ∧ eq:

ep ∧ eq =
1

2

∑
i,j

(ep ∧ eq)ijei ∧ ej =
1

2

∑
i,j

δpqij e
i ∧ ej, (8.22)

so the components of ep ∧ eq are given by (ep ∧ eq)ij = δpqij , the generalized Kronecker
delta symbol, which is defined to be +1 if (p, q) = (i, j), −1 if (p, q) = (j, i), and 0
otherwise. Next, for the operator P associated to Pijkl, its components (as defined in
(8.21)) are given by

Ppqrs = 〈P(ep ∧ eq), er ∧ es〉Λ2

= 〈1
4

∑
i,j,k,l

Pijkl(e
p ∧ eq)klei ∧ ej, er ∧ es〉Λ2

=
1

4
〈
∑
i,j,k,l

Pijklδ
pq
kl e

i ∧ ej, er ∧ es〉Λ2

=
1

4
〈
∑
i,j

(Pijpq − Pijqp)ei ∧ ej, er ∧ es〉Λ2

=
1

2
〈
∑
i,j

Pijpqe
i ∧ ej, er ∧ es〉Λ2

=
1

2
(Prspq − Psrpq) = Ppqrs.

(8.23)

The above construction applied to Rm yields

R ∈ Γ
(
End

(
Λ2(T ∗M)

))
, (8.24)

which is called the curvature operator. Note that since any symmetric matrix can be
diagonalized, R has n(n− 1)/2 real eigenvalues, counted with multiplicity.

8.3 Curvature in dimension three

For n = 3, the Weyl tensor vanishes, so the curvature decomposes as

Rm = A7 g = (Ric− R

4
g) 7 g = Ric7 g − R

4
g 7 g, (8.25)

in coordinates,

Rijkl = Rikgjl −Rjkgil −Rilgjk +Rjlgik −
R

2
(gikgjl − gjkgil). (8.26)
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The sectional curvature in the plane spanned by {ei, ej} is

Rijij = Riigjj −Rjigij −Rijgji +Rjjgii −
R

2
(giigjj − gjigij)

= Riigjj − 2Rijgij +Rjjgii −
R

2
(giigjj − gijgij).

(8.27)

Note we do not sum repeated indices in the above equation! Choose an ONB so that
the Rc is diagonalized at a point p,

Rc =

λ1 0 0
0 λ2 0
0 0 λ3

 . (8.28)

In this ONB, Rij = λiδij (again we do not sum!). Then the sectional curvature is

Rijij = λigjj − 2λigijgij + λjgii −
λ1 + λ2 + λ3

2
(giigjj − gijgij)

= λi − 2λiδij + λj −
λ1 + λ2 + λ3

2
(1− δij).

(8.29)

We obtain

R1212 =
1

2
(λ1 + λ2 − λ3)

R1313 =
1

2
(λ1 − λ2 + λ3)

R2323 =
1

2
(−λ1 + λ2 + λ3) .

(8.30)

We can also express the Ricci eigenvalues in terms of the sectional curvatures

Rc =

R1212 +R1313 0 0
0 R1212 +R2323 0
0 0 R1313 +R2323

 . (8.31)

We note the following, define

T1(A) = −A+ tr(A)g = −Ric+
R

2
g. (8.32)

Since Rc is diagonal, T1(A) takes the form

T1(A) =

R2323 0 0
0 R1313 0
0 0 R1212

 . (8.33)

That is, the eigenvalue of T1(A) with eigenvector ei is equal to the sectional curvature
of the 2-plane orthogonal to ei.
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9 Lecture 9: October 4

9.1 Dimension 3 continued

We recall the Hodge star operator in dimension 3, ∗ : Λk → Λ3−k. In coordinates,
this operator is given as follows. If α is a 1-form, then

(∗α)ij = ε p
ij αp = gkpεijkαp, (9.1)

where εijk are the components of the volume form. If ω is a 2-form, then

(∗ω)i = ε pqi ωpq = gipgjqεijkωpq. (9.2)

Proposition 9.1. For 1-forms α and β,

〈R(∗α), ∗β〉Λ2 = G(α, β), (9.3)

where G is the Einstein tensor G = T1(A) = −Ric+ (R/2)g.

Proof. We compute in an orthonormal basis

〈R(∗α), ∗β〉Λ2 =
1

2

∑
i,j

(R(∗α))ij(∗β)ij (9.4)

=
1

4

∑
i,j,k,l

Rijkl(∗α)kl(∗β)ij =
1

4

∑
i,j,k,l,p,q

Rijklεklpεijqαpβq. (9.5)

So we must show that

1

4

∑
i,j,k,l

Rijklεklpεijq = Gpq. (9.6)

As above, we choose an orthonormal basis which diagonalizes Ric, then of course G
is also diagonalized, so we only need to examine the entries for which p = q. For
example, when p = q = 1,

1

4

∑
i,j,k,l

Rijklεkl1εij1 =
1

4

∑
kl

(R23kl −R32kl)εkl1 =
1

2

∑
kl

R23klεkl1 = R2323. (9.7)

But from (8.33) above, this is equal to T1(A)11. A similar computation handles the
cases p = q = 2 and p = q = 3.

Remark 9.1. At a point p, the sectional curvature is really a function on the Grass-
mannian of 2-planes G(2, TpM). But in dimension 3, G(2, TpM) = G(1, TpM) =
P(TpM), so sectional curvature can be viewed as a function on RP2, and the above
says this function is simply {G(α, α), |α| = 1}.

Recall that a linear operator is said to be 2-positive if the sum of the two smallest
eigenvalues is positive, and 2-negative if the sum of the two largest eigenvalues is
negative. The above implies the following:
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Proposition 9.2. In dimension 3, we have the following implications:

K(σ) > 0 for any 2-plane σ ⇐⇒ Ric < (R/2)g, (9.8)

K(σ) < 0 for any 2-plane σ ⇐⇒ Ric > (R/2)g, (9.9)

R is positive (negative) definite ⇐⇒ K is positive (negative), (9.10)

Ric is positive (negative) definite ⇐⇒ R is 2-positive(negative). (9.11)

Proof. Implications (9.8) and (9.9) follow easily from (9.3). For (9.10), we see that
definiteness of the curvature operator is equivalent to definiteness of G, which we have
just seen is equivalent to a sign on the sectional curvature. Next, in a basis which
diagonalizes Ricci, (9.3) and (8.31) show that R is also diagonalized with eigenvalues
R1212, R1313, and R2323, and (9.11) follows.

In general, positive Ricci curvature is a much weaker assumption that positive
sectional curvature.

9.2 Symmetric Powers

In this subsection, we do some basic counting which will be useful later. Let V be a
vector space of dimension n, and consider Sk(V ) the space of symmetric tensors on
V . Let Sk0 (V ) ⊂ Sk(V ) be the symmetric tensors which are totally traceless, that is,
traceless on any pair of indices.

Proposition 9.3. We have

dim(Sk(V )) =

(
n+ k − 1

k

)
=

(
n+ k − 1

n− 1

)
, (9.12)

dim(Sk0 (V )) =

(
n+ k − 1

n− 1

)
−
(
n+ k − 3

n− 1

)
. (9.13)

Proof. The space Sk(V ) can be identified with the space of homogeneous polynomials
of degree k on V , by sending ai1...ik to∑

i1,...,ik

ai1...ikxi1xi2 · · ·xik . (9.14)

We can identify a basis for Sk(V ) with the number of integer solutions to

i1 + i2 + · · ·+ in = k, ip ≥ 0, 1 ≤ p ≤ n, (9.15)

by sending (i1, . . . , ik) to the polynomial

xi11 x
i2
2 · · ·xinn . (9.16)

First, let us count the number of integer solutions to

j1 + j2 + · · ·+ jn = k, ip ≥ 1, 1 ≤ p ≤ n. (9.17)
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This problem can be thought of as putting k balls into n urns, with at least 1 ball in
each urn. We can specify this by listing k identical objects, and choosing n− 1 of the
spaces in between. Since there are k − 1 spaces in between, this has dimension(

k − 1

n− 1

)
. (9.18)

By letting ir = jr + 1, i = 1 . . . n, the first problem is transformed into the second
problem with n+ k on the right hand side, and we obtain (9.12).

We will let Pk(Rn) denote the space of homogeneous polynomials of degree k on
Rn (which we have identified with Sk(Rn)). Then Sk0 (Rn) corresponds to a subspace,
which we denote by Hk(Rn). It is easy to see that this is the space of homogeneous
harmonic polynomials of degree k on Rn. Obviously, P0 = H0, and P1 = H1. We
claim that for k ≥ 2, we have

Pk(Rn) = Hk(Rn)⊕ |x|2Pk−2(Rn). (9.19)

This follows since these spaces are clearly orthogonal complements of each other under
the tensor inner product (the latter space consisting of tensors which are pure trace
in a pair of indices). The formula (9.13) follows from this and (9.12).

Iterating (9.19) yields the following decomposition. For k even,

Sk(Rn) = Hk(Rn)⊕ |x|2Hk−2(Rn)⊕ · · · ⊕ |x|kH0(Rn), (9.20)

and if k is odd,

Sk(Rn) = Hk(Rn)⊕ |x|2Hk−2(Rn)⊕ · · · ⊕ |x|k−1H1(Rn). (9.21)

This is in fact an irreducible decomposition of Sk(Rn) under the orthogonal group O(n).

9.3 Representations of SO(3)

In this subsection, we present an alternate way of obtaining the decomposition of the
curvature tensor, using representation theory.

Proposition 9.4. We have the following isomorphisms of Lie groups

Spin(3) = Sp(1) = SU(2). (9.22)

Proof. Recall that Sp(1) is the group of unit quaternions,

Sp(1) = {q ∈ H : qq = |q|2 = 1}, (9.23)

where for q = x0 + x1i + x2j + x3k, the conjugate is q = x0 − x1i − x2j − x3k. We
note the identities

qq = |q|2 · 1 (9.24)

q1 · q2 = q2 · q1. (9.25)
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The first isomorphism is, for q1 ∈ Sp(1), and q ∈ Im(H) = {x1i+ x2j + x3k},

q 7→ q1qq1 ∈ GL(Im(H)), (9.26)

From (9.24) and (9.25), this is moreover in O(Im(H)). This is a continuous map,
and Sp(1) = S3 is connected, with 1 mapping onto the identity, so the image is
in SO(Im(H)). The kernel is clearly {±1}, so this map is a double covering of
SO(3) = RP3. For the isomorphism Sp(1) = SU(2), we send

q = α + jβ 7→
(
α −β
β α

)
, (9.27)

where α, β ∈ C.

We let V denote the standard 2-dimensional complex representation of SU(2), which
is just matrix multiplication of (9.27) on column vectors. Let Sr(V ) denote the space
of complex totally symmetric r-tensors. From (9.12) above, dimC(Sr(V )) = r + 1.

Proposition 9.5. If W is an irreducible complex representation of Spin(3) = SU(2)
then W is equivalent to Sr(V ) for some r ≥ 0. Such a representation descends
to SO(3) if and only if r is even, in which case W is a complexification of a real
representation of SO(3). Furthermore,

Sp(V )⊗ Sq(V ) =

min(p,q)⊕
r=0

Sp+q−2rV. (9.28)

Proof. On the Lie algebra level, it is proved in [FH91, Chapter 11] that the weights
of any representation are given by

{r, r − 2, . . . , . . . ,−r + 2,−r}, (9.29)

and there is a unique such representation for any integer r ≥ 0 of dimension r + 1.
Going back to the Lie group level, since SU(2) is a double cover of SO(3), only the
representations for which −I acts trivially will descend, which is only true for r even.
The decomposition (9.28) follows since the weights of a tensor product are sums of
the weights of each factor, counted with multiplicity.

Using this, it is quite easy to decompose the curvature tensor directly in dimen-
sion 3. The standard representation of SO(3), call it T , is irreducible, So we must
have T ⊗ C = S2V . Also, Λ2(T ) is irreducible and of dimension 3, so it is also equal
to S2V , so Λ2(T ) = T . Of course, the Hodge star gives the isomorphism between
these spaces. Next, since Λ4(T ) = 0, we know that

C = S2(Λ2) = S2(T ) = S2
0(T )⊕ R, (9.30)

which is the exactly the statement that

Rm = E 7 g +
R

12
g 7 g, (9.31)
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which we derived above.
We next identify S2

0(T )⊗ C in terms of V . From above, we have that

S2
0(T )⊗ C = S2

0(S2(V )). (9.32)

From (9.28), we have the irreducible decomposition

S2(V )⊗ S2(V ) = S4(V )⊕ S2(V )⊕ C. (9.33)

But we also have

S2(V )⊗ S2(V ) = End(S2(V )) = S2
0(S2(V ))⊕ Λ2(S2(V ))⊕ C. (9.34)

Comparing these, by counting dimensions we must have

S2
0(S2(V )) = S4(V ), (9.35)

so we have the irreducible decomposition.

C ⊗ C = S4(V )⊕ C. (9.36)

10 Lecture 10: October 6

For illustration, we will study the curvature tensor in dimension 4 in two ways. First,
we will give a proof which involves direct computation. Then we will give a proof
using representation theory.

10.1 Curvature in dimension 4

Recall the Hodge star operator on Λp in dimension n satisfies

∗2 = (−1)p(n−p)I. (10.1)

In the case of Λ2 in dimension 4, ∗2 = I. The space of 2-forms decomposes into

Λ2 = Λ2
+ ⊕ Λ2

−, (10.2)

the +1 and −1 eigenspaces of the Hodge star operator, respectively. Note that
dimR(Λ2) = 6, and dimR(Λ2

±) = 3. Elements of Λ2
+ are called self-dual 2-forms,

and elements of Λ2
− are called anti-self-dual 2-forms

We fix an oriented orthonormal basis {e1, e2, e3, e4} with dual basis {e1, e2, e3, e4},
and let

ω±1 = e1 ∧ e2 ± e3 ∧ e4,

ω±2 = e1 ∧ e3 ± e4 ∧ e2,

ω±3 = e1 ∧ e4 ± e2 ∧ e3,

note that ∗ω±i = ±ω±i , and 1√
2
ω±i is an orthonormal basis of Λ2

±.
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Remark 10.1. In dimension 6, on Λ3, we have ∗2 = −1, so Λ3 ⊗ C = Λ3
+ ⊕ Λ3

−, the
+i and −i eigenspaces of the Hodge star. That is, ∗ gives a complex structure on
Λ3 in dimension 6. In general, in dimensions n = 4m, Λ2m = Λ2m

+ ⊕ Λ2m
− , the ±1

eigenspaces of Hodge star, while in dimensions n = 4m + 2, the Hodge star gives a
complex structure on Λ2m+1.

In dimension 4 there is the special coincidence that the curvature operator acts
on 2-forms, and the space of 2-forms decomposes as above. Recall from Section 8.1,
the full curvature tensor decomposes as

Rm = W +
1

2
E 7 g +

R

24
g 7 g, (10.3)

where

E = Ric− R

4
g (10.4)

is the traceless Ricci tensor.
Corresponding to this decomposition, we define the Weyl curvature operator, W :

Λ2 → Λ2 as

(Wω)ij =
1

2

∑
k,l

Wijklωkl. (10.5)

We also define W± : Λ2 → Λ2 as

W±ω = π±Wπ±ω, (10.6)

where π± : Λ2 → Λ2
± is the projection 1

2
(I ± ∗). Note that

〈W+ω1, ω2〉 = 〈π+Wπ+ω1, ω2〉 (10.7)

= 〈Wπ+ω1, π+ω2〉 (10.8)

= 〈π+ω1,Wπ+ω2〉 (since W is symmetric) (10.9)

= 〈ω1,W+ω2〉. (10.10)

This says thatW+ is a symmetric operator, so by the above procedure, it corresponds
to a curvature-like tensor W+, the components of which are defined by

W+
pqrs = 〈W+(ep ∧ eq), er ∧ es〉

= 〈π+Wπ+(ep ∧ eq), er ∧ es〉

=
1

4
〈W(ep ∧ eq + ∗(ep ∧ eq)), er ∧ es + ∗(er ∧ es)〉.

(10.11)

For example,

W+
1234 =

1

4
〈W(e1 ∧ e2 + e3 ∧ e4), e1 ∧ e2 + e3 ∧ e4〉

=
1

2
(W1212 + 2W1234 +W3434).

(10.12)
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We will prove that

π+W =Wπ+, (10.13)

which is equivalent to saying that W commutes with the Hodge star operator. This
in turn is equivalent to proving certain curvature identities for W . For example, we
can use this to alternatively compute

W+
1234 = 〈π+W(e1 ∧ e2), e3 ∧ e4〉

= 〈Wπ+(e1 ∧ e2), e3 ∧ e4〉

=
1

2
〈W(e1 ∧ e2 + e3 ∧ e4), e3 ∧ e4〉

=
1

2
(W1234 +W3434).

(10.14)

Comparing (10.12), this yields the identity

W1212 = W3434. (10.15)

So (10.13) is equivalent to various Weyl curvature identites like (10.15).
We can decompose the Weyl curvature tensor as

W = W+ +W−, (10.16)

the self-dual and anti-self-dual components of the Weyl curvature, respectively. There-
fore in dimension 4 we have the further orthogonal decomposition of the curvature
tensor

Rm = W+ +W− +
1

2
E 7 g +

R

24
g 7 g. (10.17)

The traceless Ricci curvature operator E is the operator associated to the curvature-
like tensor E 7 g, and the scalar curvature operator S is the operator associated to
Rg 7 g.

Proposition 10.1. The Weyl curvature operator commutes with the Hodge star op-
erator, ∗W =W∗, and therefore preserves the type of forms, W(Λ2

±) ⊂ Λ2
±. Further-

more,

∗W+ =W+∗ =W+ (10.18)

∗W− =W−∗ = −W−. (10.19)

The scalar curvature operator acts as a multiple of the identity

Sω = 2Rω. (10.20)

The traceless Ricci operator anti-commutes with the Hodge star operator,

∗E = −E∗, (10.21)
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and therefore reverses types, E(Λ2
±) ⊂ Λ2

∓. In block form corresponding to the decom-
position (10.2), the full curvature operator is

R =


W+ + R

12
I 1

2
Eπ−

1
2
Eπ+ W− + R

12
I

 . (10.22)

Proof. We first consider the traceless Ricci operator. We compute

((E 7 g)ω)ij =
1

2
(E 7 g)ijklωkl

=
1

2
(Eikgjlωkl − Ejkgilωkl − Eilgjkωkl + Ejlgikωkl)

=
1

2
(Eikωkj − Ejkωki − Eilωjl + Ejlωil)

= Eikωkj − Ejkωki,

(10.23)

since ω is skew-symmetric. Next assume that Eij is diagonal, so that Eij = λigij, and
we have

1

2
(E 7 g)ijklωkl = λiδikωkj − λjδjkωki

= λiωij − λjωji
= (λi + λj)ωij.

(10.24)

Next compute

1

2
(E 7 g)ijkl(ω

+
1 )kl =

1

2
(E 7 g)ijkl(δ

kl
12 + δkl34)

= (λi + λj)(δ
ij
12 + δij34)

= (λ1 + λ2)δij12 + (λ3 + λ4)δij34.

(10.25)

Since E is traceless, λ1 + λ2 = −λ3 − λ4, so we have

1

2
(E 7 g)ijkl(ω

+
1 )kl = (λ1 + λ2)(δij12 − δ

ij
34), (10.26)

which equivalently is

(E 7 g)(ω+
1 ) = (λ1 + λ2)ω−1 . (10.27)

Similar computations for the other components (which we leave to the reader) shows
that

(E 7 g)(Λ2
±) ⊂ Λ2

∓. (10.28)
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This is equivalent to π±Eπ± = 0, which is easily seen to be equivalent to (10.21).
Next, the dimension of the space {M : Λ2 → Λ2,M symmetric,M∗ = − ∗M}

is 9. The dimension of the maps of the form E 7 g, where is a traceless symmetric
tensor is also 9, since the map E → E 7 g is injective for n > 2. We conclude that
the remaining part of the curvature tensor(

W± +
1

24
S
)

(Λ2
±) ⊂ (Λ2

±), (10.29)

which is equivalent to (10.18) and (10.19).
Finally, the proposition follows, noting that g7 g = 2I, twice the identity. To see

this, we have (
(g 7 g)ω

)
ij

=
1

2
(g 7 g)ijklωkl

=
1

2
(gikgjl − gjkgil − gilgjk + gjlgik)ωkl

= (gikgjl − gjkgil)ωkl
= (ωij − ωji) = 2ωij.

(10.30)

Of course, instead of appealing to the dimension argument, one can show directly
that (10.29) is true, using the fact that the Weyl is in the kernel of Ricci contraction,
that is, the Weyl tensor satisfies Wiljl = 0. For example,

(Wω+
1 )ij =

1

2
Wijkl(δ

12
kl + δ34

kl )

= Wij12 +Wij34,
(10.31)

taking an inner product,

〈Wω+
1 , ω

−
1 〉 =

1

2
(Wij12 +Wij34)(δ12

ij − δ34
ij )

= W1212 −W3412 +W1234 −W3434

= W1212 −W3434.

(10.32)

But we have

W1212 +W1313 +W1414 = 0

W1212 +W3232 +W4242 = 0,
(10.33)

adding these,

2W1212 = −W1313 −W1414 −W3232 −W4242. (10.34)

We also have

W1414 +W2424 +W3434 = 0

W3131 +W3232 +W3434 = 0,
(10.35)
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adding,

2W3434 = −W1414 −W2424 −W3131 −W3232 = 2W1212, (10.36)

which shows that

〈Wω+
1 , ω

−
1 〉 = 0. (10.37)

Next

〈Wω+
1 , ω

−
2 〉 =

1

2
(Wij12 +Wij34)(δ13

ij − δ42
ij )

= W1312 −W4212 +W1334 −W4234

= −W1231 −W4212 −W4313 −W4234.

(10.38)

But from vanishing Ricci contraction, we have

W4212 +W4313 =0,

W1231 +W4234 =0,
(10.39)

which shows that

〈Wω+
1 , ω

−
2 〉 = 0.

A similar computation can be done for the other components.

11 Lecture 11: October 11

Since Weyl ∈ Ker(c), the operator W : Λ2 → Λ2 is clearly traceless. But we have
the stronger statement:

Proposition 11.1. Both W+ and W− are traceless.

Proof. We compute

tr(W+) =
3∑
i=1

〈W+(ω+
i ), ω+

i 〉Λ2 (11.1)

= W1212 + 2W1234 +W3434 (11.2)

+W1313 + 2W1342 +W4242 (11.3)

+W1414 + 2W1423 +W2323. (11.4)

The first column sums to zero by Ricci contraction. Since ∗W = W∗, we know that
W1212 = W3434, W4242 = W1313, and W1414 = W2323, so the last column is the same as
the first column. The algebraic Bianchi identity says that

R1234 +R1342 +R1423 = 0. (11.5)

Substituting Rm = Weyl+A7g into this, all terms arising from A7g are zero since
all of the indices are different. Consequently,

W1234 +W1342 +W1423 = 0. (11.6)

so the middle column sums to zero. A similar computation deals with W−.
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We next have a corollary of our computations from last time.

Corollary 11.1. Let (M, g) be a Riemannian 4-manifold. The following are equiva-
lent

• ∗R = R∗.

• For any 2-plane σ, K(σ) = K(σ⊥).

• g is Einstein.

Furthermore, the following are equivalent

• ∗R = −R∗.

• For any 2-plane σ, K(σ) = −K(σ⊥).

• Weylg ≡ 0 and Rg ≡ 0.

Proof. Obviously, R commutes with ∗ if and only if the part of the curvature tensor
which anti-commutes with ∗ must vanish if and only if E = 0. Next, take any 2-plane
σ ⊂ TpM . Choose an oriented ONB {e1, e2, e3, e4} such that span{e1, e2} = σ, and
let {e1, e2, e2, e4} be the dual basis of T ∗pM . Then

K(σ) = Rm(e1, e2, e1, e2) = 〈R(e1 ∧ e2), (e1 ∧ e2)〉Λ2 . (11.7)

If R commutes with ∗,

K(σ⊥) = Rm(e3, e4, e3, e4) = 〈R ∗ (e1 ∧ e2), ∗(e1 ∧ e2)〉Λ2 (11.8)

= 〈∗R(e1 ∧ e2), ∗(e1 ∧ e2)〉Λ2 = 〈R(e1 ∧ e2), (e1 ∧ e2)〉Λ2 = K(σ). (11.9)

Conversely, if K(σ) = K(σ⊥) for any 2-plane σ, then for any oriented ONB as above

〈R(e1 ∧ e2), (e1 ∧ e2)〉Λ2 = 〈R(e3 ∧ e4), (e3 ∧ e4)〉Λ2 , (11.10)

which shows that π+Rπ− = 0 and π−Rπ+ = 0, which are equivalent to R∗ = ∗R. A
similar argument works to prove the second set of equivalences.

An example for the first case is S2 × S2 with the product metric

g = π∗1gS + π∗2gS, (11.11)

where gS the round metric on S2 with constant curvature K = 1, and πi is the
projection to the ith factor, i = 1, 2. Note in general for product metrics we have

Rm(g) = π∗1Rm(gS) + π∗2Rm(gS), (11.12)

so we have

Ric(g) = π∗1Ric(gS) + π∗2Ric(gS) = π∗1gS + π∗2gS = g, (11.13)
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so the product metric is Einstein. However, it does not have constant curvature, since
the Weyl tensor is given by

Weyl(g) = Rm(g)− A7 g =
1

2
π∗1gS 7 π∗1gS +

1

2
π∗2gS 7 π∗2gS −

1

6
g 7 g

=
1

2

(
π∗1gS 7 π∗1gS + π∗2gS 7 π∗2gS

)
− 1

6
(π∗1gS + π∗2gS) 7 (π∗1gS + π∗2gS)

=
1

3

(
π∗1gS 7 π∗1gS + π∗2gS 7 π∗2gS − π∗1gS 7 π∗2gS

)
,

(11.14)

which is not zero. An important fact is that this metric has non-negative sectional
curvature. To see this, for e1 and e2 orthonormal we compute

Rm(e1, e2, e1, e2) = (π∗1gS)(e1, e1)(π∗1gS)(e2, e2)− ((π∗1gS)(e1, e2))2

+ (π∗2gS)(e1, e1)(π∗2gS)(e2, e2)− ((π∗2gS)(e1, e2))2

= gS(f1, f1)gS(f2, f2)− (gS(f1, f2))2

+ gS(h1, h1)gS(h2, h2)− (gS(h1, h2))2,

(11.15)

where fi = (π1)∗ei, and hi = (π2)∗ei, for i = 1, 2. This is clearly non-negative by the
Cauchy-Schwartz inequality. Note that this is zero if (π2)∗(e1) = 0, and (π1)∗(e2) = 0,
that is, if e1 is tangent to the first factor, and e2 is tangent to the second factor. Thus
this metric has many zero sectional curvature planes at every point. The following is
a very famous conjecture:

Conjecture 11.1 (Hopf Conjecture). The manifold S2×S2 does not admit a metric
of positive sectional curvature.

An example for the second case in Corollary 11.1 is S2 × H2 with the product
metric g = π∗1(gS) + π∗2(gH), where gS is the round metric with constant curvature
K = 1, and gH is a hyperbolic metric with constant curvature K = −1. The Ricci
tensor is given by

Ric(g) = π∗1Ric(gS) + π∗2Ric(gH) = π∗1gS − π∗2gH , (11.16)

so g is scalar-flat. To see that Weyl = 0,

Rm(g) = π∗1Rm(gS) + π∗2Rm(gH) =
1

2
π∗1gS 7 π∗1gS −

1

2
π∗1gH 7 π∗1gH

=
1

2
(π∗1gS − π∗2gH) 7 (π∗1gS + π∗2gH) =

1

2
(π∗1gS − π∗2gH) 7 g.

(11.17)

This says the curvature tensor is in the Image of Ψ, which implies that the Weyl
tensor vanishes.

11.1 The Grassmannian

A mentioned above, we can view the sectional curvature as a function

K : Go(2, TpM)→ R, (11.18)

where G(2, TpM) is the Grassmannian of oriented 2-planes in the tangent space.
There is a nice description of the Grassmannian in dimension 4:
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Proposition 11.2.

Go(2,R4) = S2 × S2 =
{

(α, β) ∈ Λ2
+ × Λ2

−
∣∣ |α|Λ2 = |β|Λ2 =

1√
2

}
. (11.19)

Proof. A 2-plane is determined by a orthonormal basis {e1, e2}, which determines
a unit-norm 2-form e1 ∧ e2. Conversely, any non-zero 2-form of the form e1 ∧ e2

with e1 and e2 linearly independent determines a 2-plane. Such a 2-form is called
decomposable. We claim that a 2-form ω is decomposable if and only if ω ∧ ω = 0.
Obviously e1 ∧ e2 ∧ e1 ∧ e2 = 0. For the converse, if ω ∧ ω = 0, then the linear map
Lω : Λ1 → Λ3 defined by Lω(θ) = ω ∧ θ has rank 2, and therefore ω = ±e1 ∧ e2 where
{e1, e2} is any orthonormal basis for Ker(L). Writing ω = α+ β, where α ∈ Λ2

+ and
β ∈ Λ2

−,

0 = ω ∧ ω = 〈ω, ∗ω〉Λ2dV = 〈α + β, α− β〉Λ2dV = (|α|2 − |β|2)dV. (11.20)

Consequently,

Go(2,R4) = {ω ∈ Λ2
∣∣ ω ∧ ω = 0, |ω|2Λ2 = 1} (11.21)

=
{

(α, β) ∈ Λ2
+ × Λ2

−
∣∣ |α|Λ2 = |β|Λ2 =

1√
2

}
. (11.22)

Remark 11.1. The un-oriented Grassmannian is a 2-fold quotient of G0(2,R4) given
by ξ ∼ −ξ, which in the above description is (α, β) ∼ (−α,−β).

Using this description, we can think of the sectional curvature as K(α, β) ≡ K(σ)
where σ is the 2-plane determined by the unit-norm decomposable 2-form α+ β. We
can add another equivalent condition to Corollary 11.1:

Corollary 11.2. Let (M, g) be a Riemannian 4-manifold. The following are equiva-
lent

• ∗R = R∗.

• For a 2-plane σ corresponding to (α, β) ∈ Λ2
+ × Λ2

−, we have

K(α, β) = 〈R(α), α〉Λ2 + 〈R(β), β〉Λ2 . (11.23)

Furthermore, the following are equivalent

• ∗R = −R∗.

• For a 2-plane σ corresponding to (α, β) ∈ Λ2
+ × Λ2

−, we have

K(α, β) = 2〈R(α), β〉Λ2 . (11.24)
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Proof. Since α + β is a unit norm 2-form, we have

K(α, β) = 〈R(α + β), α + β〉Λ2 (11.25)

= 〈R(α), α〉Λ2 + 2〈R(α), β〉Λ2 + 〈R(β), β〉Λ2 . (11.26)

In the first case, R preserves types of forms, so the middle term vanishes. In the
second case, R reverses types of forms, so the first and third terms vanish.

Next, we revisit the product examples from above. In the following, we let A
denote the matrix

A =

1 0 0
0 0 0
0 0 0

 . (11.27)

In the case of the product metric on S2 × S2, we have the following.

Proposition 11.3. Let M = S2×S2 with the product metric g = π∗1gS+π∗2gS. Define

ω±1 = π∗1dVgS ± π∗2dVgS . (11.28)

Then for a 2-plane σ corresponding to (α, β) ∈ Λ2
+ × Λ2

−, we have

K(α, β) = 〈α, ω+
1 〉2Λ2 + 〈β, ω−1 〉2Λ2 . (11.29)

Equivalently, extending (1/
√

2)ω±1 to an ONB of Λ2, the curvature operator has the
form

R =


A 0

0 A

 . (11.30)

Proof. We already know that the curvature operator preserves types of forms. It is
easy to see that Rω±1 = ω±1 , and that the curvature operator annihilates anything
orthogonal to span{ω+

1 , ω
−
1 }.

Corollary 11.3. For the product metric (S2 × S2, g), at any point, we have

0 ≤ K(σ) ≤ 1, (11.31)

and the zero sectional curvature set is a torus S1 × S1 ⊂ Go(2, TpM) defined by

{(α, β) ∈ Λ2
+ × Λ2

−
∣∣ |α| = |β| = 1√

2
, 〈α, ω1

+〉 = 〈β, ω1
−〉 = 0

}
. (11.32)

Revisiting the second example,
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Proposition 11.4. Let M = S2×H2 with the product metric g = π∗1gS+π∗2gH . Then
for a 2-plane σ corresponding to (α, β) ∈ Λ2

+ × Λ2
−, we have

K(α, β) = 〈α, ω+
1 〉Λ2 · 〈β, ω−1 〉Λ2 . (11.33)

Equivalently, extending (1/
√

2)ω±1 to an ONB of Λ2, the curvature operator has the
form

R =


0 A

A 0

 . (11.34)

Proof. We already know that the curvature operator reverses types of forms. It is
easy to see that Rω±1 = ω∓1 , and that the curvature operator annihilates anything
orthogonal to span{ω+

1 , ω
−
1 }.

Corollary 11.4. For the product metric (S2 ×H2, g), at any point, we have

−1 ≤ K(σ) ≤ 1, (11.35)

and the zero sectional curvature set is S1 × S2 ∪ S2 × S1 ⊂ Go(2, TpM) defined by

{(α, β) ∈ Λ2
+ × Λ2

−
∣∣ |α| = |β| = 1√

2
, 〈α, ω1

+〉 = 0 or 〈β, ω1
−〉 = 0

}
. (11.36)

12 Lecture 12

12.1 Representations of Spin(4)

Next, we give a representation-theoretic description of the curvature decomposition
in dimension 4. As SO(4) modules, we have the decomposition

S2(Λ2) = S2(Λ2
+ ⊕ Λ2

−)

= S2(Λ2
+)⊕ (Λ2

+ ⊗ Λ2
−)⊕ S2(Λ2

−),
(12.1)

which is just the “block form” decomposition in (24.32).

Proposition 12.1. We have the following isomorphisms of Lie groups

Spin(4) = Sp(1)× Sp(1) = SU(2)× SU(2). (12.2)

Proof. To see that Sp(1)×Sp(1) = Spin(4), take (q1, q2) ∈ Sp(1)×Sp(1), and define
φ : H→ H by

φ(q) = q1qq2. (12.3)
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We claim that this defines a homomorpishm f : Sp(1)× Sp(1)→ SO(4), with

ker(f) = {(1, 1), (−1,−1)}, (12.4)

so f is a non-trivial double covering.
To see that f is a homomorphism:

f((q1, q2) · (q′1, q′2))(q) = f(q1q
′
1, q2q

′
2)(q) = q1q

′
1qq2q′2

= q1q
′
1qq
′
2q2 = f(q1, q2)(f(q′1, q

′
2)(q)).

(12.5)

The inverse map to f(q1, q2) is f(q−1
1 , q−1

2 ), so the image of f lies in GL(4,R). We
compute

|f(q1, q2)(q)|2 = |q1qq2|2 = q1qq2q1qq2 = q1qq2q2qq1 = |q|2, (12.6)

since q1 and q2 are unit quaternions, so the image of f lies in O(4,R). Since Sp(1)×
Sp(1) = S3 × S3 is connected, the image must lie in the identity component of O(4),
which is SO(4). Finally, assume

q = q1qq2, (12.7)

for every q ∈ H. Letting q = 1, we see that q1 = q2, which implies that

qq1 = q1q, (12.8)

for every q ∈ H, thus q1 is in the center of Sp(1), which says that q1 ∈ R, so
q1 = ±1.

For G1 and G2 compact Lie groups, it is well-known that the irreducible represen-
tations of G1×G2 are exactly those of the form V1⊗V2 for irreducible representations
V1 and V2 of G1 and G2, respectively [FH91]. For Spin(4) = SU(2)× SU(2), let V+

and V− denote the standard irreducible complex 2-dimensional representations of the
first and second factors, respectively. The representation theory of Spin(4) is given
by the following.

Proposition 12.2. If W is an irreducible complex representation of Spin(4) =
SU(2)× SU(2) then W is equivalent to

Sp,q = Sp(V+)⊗ Sq(V−), (12.9)

for some non-negative integers p, q. Such a representation W descends to SO(4) if
and only if p+q is even, in which case W is a complexification of a real representation
of SO(4).

The following Lemma will also be very useful:

Lemma 12.1 (Schur’s Lemma). Let V and W be irreducible SO(4) modules, and
f : V → W an equivariant map. Then f is either an isomorphism or identically zero.
Moreover, any equivariant map f : V → V has the form f(v) = λ · v for some λ ∈ C.
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Proof. The spaces Ker(f) and Im(f) are invariant subspaces, so are either trival
or the entire space. For the second part, any non-trivial eigenspace is an invariant
subspace, so must be the entire space.

We begin by noting that

dimC(Sp,q) = (p+ 1)(q + 1), (12.10)

which yields that dimC(S1,1) = 4. Since p + q = 2 is even, this corresponds to an
irreducible real representation of SO(4). Clearly, the standard real 4-dimensional
representation of SO(4), call it T , is irreducible. If (p + 1)(q + 1) = 4, then (p, q) ∈
{(1, 1), (3, 0), (0, 3)}. The latter two cases have p + q odd, and do not descend to
representations of SO(4). Therefore, we must have

T ⊗ C = V+ ⊗C V−. (12.11)

We know from above that Λ2(T ) = Λ2
+ ⊕ Λ2

−, using the Hodge star. Assuming
these are irreducible, then if (p + 1)(q + 1) = 3, then (p, q) ∈ {(2, 0), (0, 2)}, so
from Proposition 12.2, the only 3-dimensional irreducible representations of SO(4)
are S2(V+) and S2(V−). But we can directly prove these are irreducible as follows:

Claim 12.1. We have the irreducible decomposition

Λ2(T )⊗ C = S2(V+)⊕ S2(V−). (12.12)

Consequently, the spaces Λ2
± are irreducible, and up to a choice of orientation,

Λ2
± ⊗ C = S2(V±). (12.13)

Proof. We begin by noting that for any vector spaces V and W ,

Λ2(V ⊗W ) = Λ2(V )⊗ S2(W )⊕ S2(V )⊗ Λ2(W ). (12.14)

This is a decomposition with respect to GL(n,R), and an explicit isomorphism is
seen by sending

(a⊗ b) ∧ (c⊗ d) (12.15)

to

(a⊗ c− c⊗ a)⊗ (b⊗ d+ d⊗ b) + (a⊗ c+ c⊗ a)⊗ (b⊗ d− d⊗ b). (12.16)

Applying this to (12.11), we obtain (12.12) since Λ2(V±) = C, these spaces being
2-dimensional.

Note also that

End(T ) = T ⊗ T = S2
0T ⊕ R · I ⊕ Λ2T, (12.17)

where S2
0(T ) are the traceless symmetric endomorphisms. Note that dimR(S2

0T ) = 9,
assuming this is irreducible, if (p + 1)(q + 1) = 9, then (p, q) ∈ {(2, 2), (8, 0), (0, 8)}.
All 3 of these descend to SO(4), so we can not see which space this is using only
Proposition 12.2. We identify this space in the following:
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Claim 12.2. We have the isomorphism of real representations of SO(4):

S2
0(T ) = Λ2

+ ⊗ Λ2
−. (12.18)

In terms of spin representations,

S2
0(T )⊗ C = S2,2 = S2V+ ⊗ S2V−. (12.19)

Proof. We begin by noting that for any vector spaces V and W ,

S2(V ⊗W ) = S2(V )⊗ S2(W )⊕ Λ2(V )⊗ Λ2(W ). (12.20)

This is a decomposition with respect to GL(n,R), and an explicit isomorphism is
seen by writing

(a⊗ b)� (c⊗ d) (12.21)

to

(a⊗ c+ c⊗ a)⊗ (b⊗ d+ d⊗ b) + (a⊗ c− c⊗ a)⊗ (b⊗ d− d⊗ b). (12.22)

So we have

S2(V+ ⊗ V−) = S2V+ ⊗ S2V− ⊕ C, (12.23)

since Λ2(V±) = C. But under O(n), taking the traceless part of a matrix yields the
decomposition

S2(T ) = S2
0(T )⊕ R. (12.24)

Comparing (12.23) and (12.24) yields the claim.

We can see the isomorphism, and the inverse map in (12.18) explicitly as follows. In
the previous lecture, sending E ∈ S2

0(T ) to the operator E corresponding to E 7 g is
an isomorphism to Hom(Λ2

+,Λ
2
−) = Λ2

+ ⊗ Λ2
−. For the inverse map, take ω1 ∈ Λ2

+,
and ω2 ∈ Λ2

−. Consider

Eij =
∑
k

ω1
ikω

2
kj. (12.25)

It is easy to see that this is traceless because

trE =
∑
p,k

ω1
pkω

2
kp = −2〈ω1, ω2〉Λ2 = 0, (12.26)

since Λ2
+ and Λ2

− are orthogonal subspaces. However, symmetry is a little more
difficult to prove directly, so we argue as follows. The mapping in (12.25) induces a
mapping

Λ2
+ ⊗ Λ2

− → T ⊗ T = S2
0 ⊕ Λ2

+ ⊕ Λ2
− ⊕ R. (12.27)
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From Schur’s Lemma, our map must be a multiple of projection onto the first factor.
The main point is that symmetrization in (i, j) in (12.25) is not necessary!

The above shows that

End(T )⊗ C = S2V+ ⊗ S2V− ⊕ C⊕ S2V+ ⊕ S2V−. (12.28)

Returning to the curvature tensor, recall from Section 7.1 that

S2(Λ2T ) = C ⊕ Λ4(T ), (12.29)

where C is the space of curvature-like tensors. So in dimension 4,

S2(Λ2T ) = C ⊕ R. (12.30)

The left hand side decomposes as

S2(Λ2T ) = S2(Λ2
+T ⊕ Λ2

−T ) (12.31)

= S2(Λ2
+T )⊕ (Λ2

+T ⊗ Λ2
−T )⊕ S2(Λ2

−T ), (12.32)

so we have

S2(Λ2T )⊗ C = S2(S2V+)⊕ (S2V+ ⊗ S2V−)⊕ S2(S2V−). (12.33)

From Proposition 9.5,

S2V+ ⊗ S2V+ = S4V+ ⊕ S2V+ ⊕ C. (12.34)

Also

End(S2V+) = Λ2(S2V+)⊕ S2
0(S2V+)⊕ C. (12.35)

By counting dimensions, this implies that

S4V+ = S2
0(S2V+). (12.36)

Putting all of these facts together, we have

C ⊗ C = C⊕ (S2V+ ⊗ S2V−)⊕ S4V+ ⊕ S4V−.

= S0,0 ⊕ S2,2 ⊕ S4,0 ⊕ S0,4.
(12.37)

We relate this to the decomposition of the curvature tensor from the previous section.
The trivial summand determines the scalar curvature. By (12.18) the second piece is
traceless endomorphisms of T , so this piece gives the traceless Ricci tensor. Finally, by
(12.36), S4V± are traceless endomorphisms of S2V± = Λ2

±T , so these pieces determines
the self-dual and anti-self-dual Weyl curvatures.
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12.2 Some identities in dimension 4

Proposition 12.3. We have the following identities in dimension 4.∑
r,s,t

W+
irstW

+
jrst =

1

4
|W+|2gij (12.38)∑

r,s,t

W+
irstW

−
jrst = 0 (12.39)

∑
r,s,t

W−
irstW

−
jrst =

1

4
|W−|2gij (12.40)

∑
r,s,t

WirstWjrst =
1

4
|W |2gij (12.41)

Proof. For Y, Z ∈ S2
0(Λ2

+), consider the mapping

Y � Z 7→
∑
r,s,t

YirstZjrst. (12.42)

This extends to an equivariant map

φ : S2(S2
0(Λ2

+))→ S2(T ∗M). (12.43)

From the previous lecture, we know that S2
0(Λ2

+)⊗C = S4(V+), and S2
0(T ∗M)⊗C =

S2,2, so upon complexifying φ,

φ : S2(S4(V+))→ S2,2 ⊕ C. (12.44)

To find the irreducible decomposition of the left hand side, we argue as follows. From
(9.28),

S4(V+)⊗ S4(V+) = S8(V+)⊕ S6(V+)⊕ S4(V+)⊕ S2(V+)⊕ C. (12.45)

On the other hand,

S4(V+)⊗ S4(V+) = S2(S4(V+))⊕ Λ2(S4(V+)). (12.46)

Counting dimensions, we see that

S2(S4(V+)) = S8(V+)⊕ S4(V+)⊕ C. (12.47)

So φ is an equivariant mapping,

φ : S8,0 ⊕ S4,0 ⊕ C→ S2,2 ⊕ C. (12.48)

Since C is the only module in common between the domain and range, we must have
that φ = π0λπ0, where λ ∈ C, and π0 denotes the projections onto the C modules.
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That is, φ is identically zero on S8,0 and S4,0, the image of φ lies in C, and φ is just
multiplication by a constant. Therefore,

φ(W+ �W+) =
∑
r,s,t

W+
irstW

+
jrst = λgij, (12.49)

and taking a trace shows that λ = (1/4)|W+|2. And identical argument with V−
replacing V+ proves (12.39).

If we consider φ as a mapping

φ : S2
0(Λ2

+)⊗ S2
0(Λ2

−)→ S2(T ∗M) (12.50)

then tensoring with C yields a mapping

φ : S4,4 → S2,2 ⊕ C, (12.51)

and since there are no modules in common in the domain and range, this mapping is
identically zero, which proves, (12.40). Then (12.41) follows since W = W+ +W− is
an orthogonal decomposition.

13 Lecture 13

13.1 Another identity in dimension four

Proposition 13.1. In dimension 4, we have∑
r,s,t

RirstRjrst =
1

4
|Rm|2gij +

R

3
Eij + 2

∑
p,q

WipjqEpq. (13.1)

Proof. We use the formula

Rm = W +
1

2
E 7 g +

R

24
g 7 g, (13.2)

to compute∑
r,s,t

RirstRjrst =
∑
r,s,t

(
Wirst +

1

2
(E 7 g)irst +

R

24
(g 7 g)irst

)
·
(
Wjrst +

1

2
(E 7 g)jrst +

R

24
(g 7 g)jrst

)
=
∑
r,s,t

{
WirstWjrst +

1

4
(E 7 g)irst(E 7 g)jrst +

R2

242
(g 7 g)irst(g 7 g)jrst

+
1

2
(Wirst(E 7 g)jrst +Wjrst(E 7 g)irst) +

R

24
(Wirst(g 7 g)jrst +Wjrst(g 7 g)irst)

+
R

2 · 24
((E 7 g)irst(g 7 g)jrst + (E 7 g)jrst(g 7 g)irst)

}
= I +

1

4
II +

R2

242
III +

1

2
IV +

R

24
V +

R

2 · 24
V I.
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From (12.41), we have

I =
∑
r,s,t

WirstWjrst =
1

4
|W |2gij. (13.3)

Next, direct computation shows the following:

II =
∑
r,s,t

(E 7 g)irst(E 7 g)jrst = 2|E|2gij

III =
∑
r,s,t

(g 7 g)irst(g 7 g)jrst = 24gij

IV =
∑
r,s,t

(Wirst(E 7 g)jrst +Wjrst(E 7 g)irst) = 4
∑
pq

WipjqEpq

V =
∑
r,s,t

(Wirst(g 7 g)jrst +Wjrst(g 7 g)irst) = 0

V I =
∑
r,s,t

(E 7 g)irst(g 7 g)jrst + (E 7 g)jrst(g 7 g)irst) = 16Eij.

Using these, we obtain∑
r,s,t

RirstRjrst = I +
1

4
II +

R2

242
III +

1

2
IV +

R

24
V +

R

2 · 24
V I

=
1

4
|W |2gij +

1

2
|E|2gij +

R2

24
gij + 2

∑
pq

WipjqEpq +
R

3
Eij.

The formula (8.9) in dimension 4 is

|Rm|2 = |W |2 + 2|E|2 +
1

6
R2, (13.4)

and the proof is completed.

13.2 Curvature operator on symmetric tensors

The curvature tensor can also be viewed as an operator on symmetric tensors

◦
R : S2(T ∗M)→ S2(T ∗M), (13.5)

by defining

(
◦
Rh)ij ≡

∑
p,q

Ripjqhpq. (13.6)

It is easily seen that this operator is a symmetric operator. Of course, the space of
symmetric tensors has the orthogonal decomposition

S2(T ∗M) = S2
0(T ∗M)⊕ R. (13.7)
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Proposition 13.2. With respect to the above decomposition, we have

◦
Weyl : R→ 0,

◦
Weyl : S2

0(T ∗M)→ S2
0(T ∗M), (13.8)

◦
(E 7 g) : R→ 0,

◦
(E 7 g) : S2

0(T ∗M)→ R, (13.9)

and R(g 7 g) acts diagonally. Consequently, g is Einstein if and only if

◦
R : S2

0(T ∗M)→ S2
0(T ∗M). (13.10)

Proof. This follows from a simple computation.

13.3 Differential Bianchi Identity in dimension 3

In any dimension, we recall that there are 3 Bianchi identities: the full Bianchi identity

∇iRjklm +∇jRkilm +∇kRijlm = 0, (13.11)

the once-contracted Bianchi identity

∇lR
l

jkm = ∇jRkm −∇kRjm, (13.12)

and the twice-contracted Bianchi identity

2∇lR
l
j = ∇jR. (13.13)

Proposition 13.3. In dimension 3, (13.11), (13.12), and (13.13) are equivalent.

Proof. We know that the curvature tensor is determined by the Ricci tensor in dimen-
sion 3, so each Bianchi identity is equivalent to some linear relation in first covariant
derivatives of the Ricci tensor. In terms of representations, we have

∇Ric ∈ T ⊗ S2(T ) = T ⊗ (S2
0(T )⊕ R) = (T ⊗ S2

0(T ))⊕ T. (13.14)

Upon complexification, we have

(T ⊗ S2
0(T ))⊕ T ⊗ C = (S2(V )⊗ S4(V ))⊕ S2(V ) (13.15)

= S6(V )⊕ S4(V )⊕ S2(V )⊕ S2(V ). (13.16)

Let us write the corresponding projections as Π1,Π2,Π3, and Π4, respectively. Clearly,
we can assume that Π3 is the divergence operator δ, and Π4 is d(trace). The Bianchi
identity (13.13) can then be written (2Π3 − Π4)Ric = 0.

The quantity on the left hand side of the full Bianchi identity (13.11) is easily seen
to be skew-symmetric in the first three indices, so it lives in the space Λ3 ⊗ Λ2 = T .
Consequently, by Schur’s lemma, (13.11) must be a linear combination of Π3 and Π4.
But obviously, this must be the same linear combination as in (13.13), so (13.11)
and (13.13) are equivalent. A similar argument applies to see that (13.12) is also
equivalent to (13.13).

Remark 13.1. In terms of real representations, from Section 9.2 above, the decom-
position (13.16) can be written

(T ⊗ S2
0(T ))⊕ T = H3(R3)⊕ S2

0(T )⊕ T ⊕ T. (13.17)
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14 Lecture 14

14.1 Example of R4 = C2

We consider R4 and take coordinates x1, y1, x2, y2. Letting zj = xj + iyj and z̄j =
xj − iyj, define complex one-forms

dzj = dxj + idyj,

dz̄j = dxj − idzj,

and tangent vectors

∂/∂zj = (1/2) (∂/∂xj − i∂/∂yj) ,
∂/∂z̄j = (1/2) (∂/∂xj + i∂/∂yj) .

Note that

dzj(∂/∂zk) = dz̄j(∂/∂z̄k) = δjk,

dzj(∂/∂z̄k) = dz̄j(∂/∂zk) = 0.

Let 〈·, ·〉 denote the complexified Euclidean inner product, so that

〈∂/∂zj, ∂/∂zk〉 = 〈∂/∂z̄j, ∂/∂z̄k〉 = 0,

〈∂/∂zj, ∂/∂z̄k〉 =
1

2
δjk.

Similarly, on 1-forms we have

〈dzj, dzk〉 = 〈dz̄j, dz̄k〉 = 0,

〈dzj, dz̄k〉 = 2δjk.

The standard complex structure J0 : TR4 → TR4 on R4 is given by

J0(∂/∂xj) = ∂/∂yj, J0(∂/∂yj) = −∂/∂xj,

which in matrix form is written

J0 =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 . (14.1)

Next, we complexify the tangent space T ⊗ C, and let

T (1,0)(J0) = span{∂/∂z1, ∂/∂z2} = {X − iJ0X,X ∈ TpR4} (14.2)

be the i-eigenspace and

T (0,1)(J0) = span{∂/∂z̄1, ∂/∂z̄2} = {X + iJ0X,X ∈ TpR4} (14.3)
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be the −i-eigenspace of J0, so that

T ⊗ C = T (1,0)(J0)⊕ T (0,1)(J0). (14.4)

The map J0 also induces an endomorphism of 1-forms by

J0(ω)(v1) = ω(J>0 v1) = −ω(J0v1),

which satisfies

J0(dxj) = dyj, J0(dyj) = −dxj.

Then complexifying the cotangent space T ∗ ⊗ C, we have

Λ1,0(J0) = span{dz1, dz2} = {α + iJ0α, α ∈ T ∗pR4} (14.5)

is the −i-eigenspace, and

Λ0,1(J0) = span{dz̄1, dz̄2} = {α− iJ0α, α ∈ T ∗pR4} (14.6)

is the +i-eigenspace of J0, and

T ∗ ⊗ C = Λ1,0(J0)⊕ Λ0,1(J0). (14.7)

We note that

Λ1,0 = {α ∈ T ∗ ⊗ C : α(X) = 0 for all X ∈ T (0,1)}, (14.8)

and similarly

Λ0,1 = {α ∈ T ∗ ⊗ C : α(X) = 0 for all X ∈ T (1,0)}. (14.9)

14.2 Complex structure in R2n

The above works in a more general setting, in any even dimension. We only need
assume that J : R2n → R2n is linear and satisfies J2 = −I. In this more general
setting, we have

T ⊗ C = T (1,0)(J)⊕ T (0,1)(J), (14.10)

where

T (1,0)(J) = {X − iJX,X ∈ TpR2n} (14.11)

is the i-eigenspace of J and

T (0,1)(J) = {X + iJX,X ∈ TpR2n} (14.12)

is the −i-eigenspace of J .
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As above, The map J also induces an endomorphism of 1-forms by

J(ω)(v1) = ω(J>v1) = −ω(Jv1).

We then have

T ∗ ⊗ C = Λ1,0(J)⊕ Λ0,1(J), (14.13)

where

Λ1,0(J) = {α + iJα, α ∈ T ∗pR2n} (14.14)

is the −i-eigenspace of J , and

Λ0,1(J) = {α− iJα, α ∈ T ∗pR2n} (14.15)

is the +i-eigenspace of J .
Again, we have the characterizations

Λ1,0 = {α ∈ T ∗ ⊗ C : α(X) = 0 for all X ∈ T (0,1)}, (14.16)

and

Λ0,1 = {α ∈ T ∗ ⊗ C : α(X) = 0 for all X ∈ T (1,0)}. (14.17)

We define Λp,q ⊂ Λp+q⊗C to be the span of forms which can be written as the wedge
product of exactly p elements in Λ1,0 and exactly q elements in Λ0,1. We have that

Λk ⊗ C =
⊕
p+q=k

Λp,q, (14.18)

and note that

dimC(Λp,q) =

(
n

p

)
·
(
n

q

)
. (14.19)

Note that we can characterize Λp,q as those forms satisfying

α(v1, . . . , vp+q) = 0, (14.20)

if more than p if the vj-s are in T (1,0) or if more than q of the vj-s are in T (0,1).
Finally, we can extend J : Λk ⊗ C→ Λk ⊗ C by letting

Jα = iq−pα, (14.21)

for α ∈ Λp,q, p+ q = k.
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14.3 Hermitian metrics

We next consider (R2n, J, g) where g is a Riemannian metric, and we assume that g
and J are compatible. That is,

g(X, Y ) = g(JX, JY ), (14.22)

the metric g is then called a Hermitian metric. We extend g by complex linearity to
a symmetric inner product on T ⊗ C. The following will be useful later.

Proposition 14.1. There exist elements {X1, . . . Xn} in R2n so that

{X1, JX1, . . . , Xn, JXn} (14.23)

is an ONB for R2n with respect to g.

Proof. We use induction on the dimension. First we note that if X is any unit vector,
then JX is also unit, and

g(X, JX) = g(JX, J2X) = −g(X, JX), (14.24)

so X and JX are orthonormal. This handles n = 1. In general, start with any X1, and
let W be the orthogonal complement of span{X1, JX1}. We claim that J : W → W .
To see this, let X ∈ W so that g(X,X1) = 0, and g(X, JX1) = 0. Using J-invariance
of g, we see that g(JX, JX1) = 0 and g(JX,X1) = 0, which says that JX ∈ W .
Then use induction since W is of dimension 2n− 2.

To a Hermitian metric (R2n, J, g) we associate a 2-form

ω(X, Y ) = g(JX, Y ). (14.25)

This is indeed a 2-form since

ω(Y,X) = g(JY,X) = g(J2Y, JX) = −g(JX, Y ) = −ω(X, Y ). (14.26)

This form is in fact of type (1, 1), and is called the Kähler form.

15 Lecture 15

15.1 Hermitian symmetric tensors

More generally, we say that any symmetric 2-tensor is hermitian if

b(JX, JY ) = b(X, Y ). (15.1)

We have following property of hermitian symmetric 2-tensors:
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Proposition 15.1. If b is any symmetric 2-tensor which is hermitian, then

β(X, Y ) = b(JX, Y ) (15.2)

is skew-symmetric and β ∈ Λ1,1. Furthermore, define an endomorphism I by

g(I(X), Y ) = β(X, Y ), (15.3)

then

IJ = JI, (15.4)

that is, I commutes with J .

Proof. To check this, we need to show that

β(X, Y ) = 0 (15.5)

if either both X and Y are in T (1,0) or both are in T (0,1). For the first case,

β(X, Y ) = β(X ′ − iJX ′, Y ′ − iJY ′) = b(J(X ′ − iJX ′), Y ′ − iJY ′)
= b(JX ′ + iX ′, Y ′ − iJY ′)
= b(JX ′, Y ′) + b(X ′, JY ′) + i(b(X ′, Y ′)− b(JX ′, JY ′)) = 0,

since b is J-invariant. The second case is similar. Next,

g(IJ(X), Y ) = β(JX, Y ) = b(J2X, Y ) = −b(X, Y ). (15.6)

On the other hand, since g is J-invariant,

g(JI(X), Y ) = g(J2I(X), JY ) = −g(I(X), JY ) (15.7)

= −β(X, JY ) = −b(JX, JY ) = −b(X, Y ), (15.8)

and therefore IJ = JI.

We can view the above proposition in matrix form. Choose a basis so that

J =

(
0 −In
In 0

)
. (15.9)

Since β is skew-symmetric, the endomorphism I is also. Therefore we can write I in
block form

I =

(
A B
−BT D

)
, (15.10)

where A and D are skew-symmetric, and B is an n× n matrix. Then IJ = JI is(
A B
−BT D

)(
0 −In
In 0

)
=

(
0 −In
In 0

)(
A B
−BT D

)
(15.11)
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which is (
B −A
D BT

)
=

(
BT −D
A B

)
, (15.12)

so we conclude that A = D, and B is symmetric, so

I =

(
A B
−B A

)
, (15.13)

where A is skew-symmetric, and B is symmetric. The total number of parameters is

n(n− 1)

2
+
n(n+ 1)

2
= n2, (15.14)

which of course agrees with dim(Λ1,1) = n2.

15.2 The Unitary Group

We embed GL(n,C) in GL(2n,R) by

A+ iB 7→
(
A B
−B A

)
. (15.15)

These are exactly the matrices which commute with J . The condition for a matrix to

be unitary is that MM
T

= In. The Lie algebra consists of skew-hermitian matrices,

that is, matrices with M + M
T

= 0. Using the above embedding to GL(2n,R), this
says that (

A B
−B A

)
+

(
A −B
B A

)T
=

(
A+ AT B −BT

−B +BT A+ AT

)
= 0, (15.16)

which says that A is skew-symmetric, and B is symmetric. This is exactly what we
found above, thus Λ1,1 ∼= u(n), is identified with the Lie algebra of the unitary group.
Note that hermitian symmetric 2-tensors yield skew-hermitian matrices.

15.3 Skew-hermitian tensors

We say that a symmetric 2-tensor b is skew-hermitian if

b(JX, JY ) = −b(X, Y ), (15.17)

These have the following property:

Proposition 15.2. If b is a symmetric 2-tensor which is skew-hermitian, then

β(X, Y ) = b(JX, Y ) (15.18)
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is also a symmetric 2-tensor. Define an endomorphism I by

g(I(X), Y ) = β(X, Y ), (15.19)

then

IJ + JI = 0, (15.20)

that is I anti-commutes with J . Furthermore I(T 0,1) ⊂ T 1,0, or equivalently, I ∈
Λ0,1 ⊗ T 1,0.

Proof. For the first statement

β(Y,X) = b(JY,X) = −b(J2Y, JX) = b(Y, JX) = β(X, Y ). (15.21)

Next,

g(IJ(X), Y ) = β(JX, Y ) = b(J2X, Y ) = −b(X, Y ). (15.22)

On the other hand, since g is J-invariant,

g(JI(X), Y ) = g(J2I(X), JY ) = −g(I(X), JY ) (15.23)

= −β(X, JY ) = −b(JX, JY ) = b(X, Y ), (15.24)

and therefore IJ = −JI.
Finally, if X ∈ T 0,1, any Y ∈ T 1,0, then

g(IX, Y ) = β(X, Y ) = β(X ′ + iJX ′, Y ′ − iJY ′)
= b(J(X ′ + iJX ′), Y ′ − iJY ′)
= b(JX ′ − iX ′, Y ′ − iJY ′)
= b(JX ′, Y ′)− b(X ′, JY ′)− i(b(X ′, Y ′) + b(JX ′, JY ′)) = 0

We can do a similar matrix analysis as above. Since β is symmetric, the endo-
morphism I is also. Therefore we can write I in block form

I =

(
A B
BT D

)
, (15.25)

where A and D are symmetric, and B is an n× n matrix. Then IJ = −JI is(
A B
BT D

)(
0 −In
In 0

)
= −

(
0 −In
In 0

)(
A B
BT D

)
(15.26)

which is (
B −A
D −BT

)
=

(
BT D
−A −B

)
, (15.27)

so we conclude that A = −D, and B is symmetric, so

I =

(
A B
B −A

)
, (15.28)

where both A and B are symmetric. The total number of parameters is now n(n+1).
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15.4 Representations

In terms of representations, what we have seen is that the space of symmetric 2-
tensors, which has the irreducible decomposition

S2(R2n) = S2
0(R2n)⊕ R (15.29)

over SO(2n) is not irreducible when the group is reduced to U(n). It decomposes
into 3 pieces:

S2(R2n) = Λ1,1
0 ⊕ R⊕ V, (15.30)

where dim(V ) = n2 + n, and Λ1,1
0 ⊂ Λ1,1 is the orthogonal complement of the Kähler

form. We can understand this on the matrix level as follows. In the above we started
with a symmetric 2 tensor b, which, after converting to an endomorphism is

b =

(
A B
BT D

)
, (15.31)

where A and D are symmetric, and B is an arbitrary n × n. We then applied J ,
which yields the matrix.

β =

(
A B
BT D

)(
0 −In
In 0

)
=

(
B −A
D −BT

)
. (15.32)

Decomposing B = Bs + Bss into its symmetric and skew-symmetric parts, we then
write this as

β =

(
B −A
D −BT

)
=

(
Bs +Bss M1 +M2

M1 −M2 −Bs +Bss

)
=

(
Bs M1

M1 −Bs

)
+

(
Bss M2

−M2 Bss

)
,

(15.33)

where M1 = −A−D
2

and M2 = −A+D
2

. Converting back to b, we have the explicit
decomposition corresponding to the pieces in (15.30):

b =

(
A B
BT D

)
=

(
(M2)0 Bss

−Bss (M2)0

)
+ c1

(
In 0
0 In

)
+

(
M1 Bs

Bs −M1

)
, (15.34)

where Bss is skew-symmetric, (M2)0 is traceless and symmetric, and Bs and M1 are
symmetric.

16 Lecture 16

16.1 Two-forms

In the last lecture, we decomposed symmetric 2-tensors into hermitian and skew-
hermitian parts. We can do the same thing for 2-forms. First, we say that a 2-form
β is hermitian if

β(JX, JY ) = β(X, Y ). (16.1)
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From Proposition 15.1, we already know that this is a 2-form of type (1, 1) and
the associated endomorphism satisfies IJ = JI. So we only need consider a skew-
hermitian 2-form, that is,

β(JX, JY ) = −β(X, Y ). (16.2)

These have the following property:

Proposition 16.1. If β is a skew-hermitian 2-form, then β ∈ Λ2,0 ⊕ Λ0,2. Further-
more, define an endomorphism I by

g(I(X), Y ) = β(X, Y ), (16.3)

then

IJ + JI = 0, (16.4)

that is, I anti-commutes with J .

Proof. To check this, we need to show that

β(X, Y ) = 0 (16.5)

if X ∈ T (1,0) and Y ∈ T (0,1). We compute

β(X, Y ) = β(X ′ − iJX ′, Y ′ + iJY ′)

= β(X ′, Y ′) + β(JX ′, JY ′) + i(β(X ′, JY ′)− β(JX ′, Y ′)

= 0 + i(−β(JX ′, J2Y ′)− β(JX ′, Y ′)) = i(β(JX ′, Y ′)− β(JX ′, Y ′)) = 0.

Next,

g(IJ(X), Y ) = β(JX, Y ) (16.6)

On the other hand, since g is J-invariant,

g(JI(X), Y ) = g(J2I(X), JY ) = −g(I(X), JY )

= −β(X, JY ) = β(JX, J2Y ) = −β(JX, Y ),

and therefore IJ = −JI.

In terms of representations, combining results from the previous section, we have
shown the following

T ∗ ⊗ T ∗ = S2(T ∗)⊕ Λ2(T ∗) = Λ1,1
0 ⊕ R⊕ V ⊕ Λ1,1

0 ⊕ R⊕ (Λ2,0 ⊕ Λ0,2), (16.7)

where the final summand means the real elements in this complex vector space.
Note that the 2-tensors which anti-commute with J , that is, satisfy IJ + JI = 0,

are given by

V ⊕ (Λ2,0 ⊕ Λ0,2). (16.8)
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But as shown in Proposition 15.2, these type of tensors can be viewed as sections of
Λ0,1 ⊗ T 1,0. Counting dimensions

dimR(V ⊕ (Λ2,0 ⊕ Λ0,2)) = n2 + n+ 2

(
n

2

)
= 2n2, (16.9)

Also,

dimR(Λ0,1 ⊗ T 1,0) = 2n2, (16.10)

so these spaces are the same. We actually have the more general statment, without
reference to any metric, only the complex structure:

Proposition 16.2. The space of endomorphisms I satisfying IJ + JI = 0 can be
identified with Λ0,1 ⊗ T 1,0.

Proof. Assume J is in standard form (15.9) and write the endomorphism I in matrix
form as

I =

(
A B
C D

)
, (16.11)

where A,B,C,D are arbitrary n× n matrices. Then IJ = −JI is(
A B
C D

)(
0 −In
In 0

)
=

(
0 In
−In 0

)(
A B
C D

)
(16.12)

which is (
B −A
D −C

)
=

(
C D
−A −B

)
, (16.13)

which says that I is of the form

I =

(
A B
B −A

)
, (16.14)

where A and B are arbitrary n× n real matrics. The dimension of this space is thus
2n2.

Finally, as shown in Proposition 15.2, these type of tensors can be viewed as
sections of Λ0,1⊗T 1,0, which also has real dimension 2n2, so these spaces are therefore
equivalent.

Note if we take a path of complex structures J(t) with J(0) = J and J ′(0) = I,
then differentiating J2 = −In an evaluating at t = 0 yields IJ + JI = 0. So elements
of Λ0,1 ⊗ T 1,0 are infinitesimal deformations of the complex structure.
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16.2 Complex manifolds and the Nijenhuis tensor

We begin with a defintion

Definition 2. A mapping f : Cm → Cn is holomorphic if f∗ ◦ J0 = J0 ◦ f∗, where we
view Cm = (R2m, J0) and Cn = (R2n, J0).

We have the following characterization of holomorphic maps

Proposition 16.3. A mapping f : Cm → Cn is holomorphic if and only if the
Cauchy-Riemann equations are satisfied, that is, writing

f(z1, . . . zm) = (f1, . . . , fn) = (u1 + iv1, . . . un + ivn), (16.15)

and zj = xj + iyj, for each j = 1 . . . n, we have

∂uj
∂xk

=
∂vj
∂yk

∂uj
∂yk

= − ∂vj
∂xk

, (16.16)

for each k = 1 . . .m, and these equations are equivalent to

∂

∂z̄k
fj = 0, (16.17)

for each j = 1 . . . n and each k = 1 . . .m

Proof. First, we consider m = n = 1. We compute(
∂f1
∂x1

∂f1
∂y1

∂f2
∂x1

∂f2
∂y1

)(
0 −1
1 0

)
=

(
0 −1
1 0

)( ∂f1
∂x1

∂f1
∂y1

∂f2
∂x1

∂f2
∂y1

)
, (16.18)

says that (
∂f1
∂y1

− ∂f1
∂x1

∂f2
∂y1

− ∂f2
∂x1

)
=

(
− ∂f2
∂x1

− ∂f2
∂y1

∂f1
∂x1

∂f1
∂y1

)
, (16.19)

which is exactly the Cauchy-Riemann equations. In the general case, rearrange
the coordinates so that (x1, . . . , xm, y1, . . . , ym) are the real coordinates on R2m and
(u1, . . . , un, v1, . . . , vn), such that the complex structure J0 is given by

J0(R2m) =

(
0 −Im
Im 0

)
, (16.20)

and similarly for J0(R2n). Then the computation in matrix form is entirely analogous
to the case of m = n = 1.

Finally, we compute

∂

∂z̄k
fj =

1

2

( ∂

∂xk
+ i

∂

∂yk

)
(uj + ivj) (16.21)

=
1

2

{ ∂

∂xk
uj −

∂

∂yk
vj + i

( ∂

∂xk
vj +

∂

∂yk
uj

)}
, (16.22)

the vanishing of which again yields the Cauchy-Riemann equations.
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Now we can define a complex manifold

Definition 3. A complex manifold of dimension n is a smooth manifold of real di-
mension 2n with a collection of coordinate charts (Uα, φα) covering M , such that
φα : Uα → Cn and with overlap maps φα ◦ φ−1

β : φβ(Uβ) → φα(Uα) satisfying the
Cauchy-Riemann equations.

Such spaces have a complex structure on the tangent bundle.

Proposition 16.4. In any coordinate chart, define Jα : TMUα → TMUα by

J(X) = (φα)−1
∗ ◦ J0 ◦ (φα)∗X. (16.23)

Then Jα = Jβ on Uα ∩ Uβ and therefore gives a global complex structure J : TM →
TM satisfying J2 = −Id.

Proof. On overlaps, the equation

(φα)−1
∗ ◦ J0 ◦ (φα)∗ = (φβ)−1

∗ ◦ J0 ◦ (φβ)∗ (16.24)

can be rewritten as

J0 ◦ (φα)∗ ◦ (φβ)−1
∗ = (φα)∗ ◦ (φβ)−1

∗ ◦ J0. (16.25)

Using the chain rule this is

J0 ◦ (φα ◦ φ−1
β )∗ = (φα ◦ φ−1

β )∗ ◦ J0, (16.26)

which is exactly the condition that the overlap maps satisfy the Cauchy-Riemann
equations.

Obviously,

J2 = (φα)−1
∗ ◦ J0 ◦ (φα)∗ ◦ (φα)−1

∗ ◦ J0 ◦ (φα)∗

= (φα)−1
∗ ◦ J2

0 ◦ (φα)∗

= (φα)−1
∗ ◦ (−Id) ◦ (φα)∗ = −Id.

Consequently, we can apply all of the linear algebra from the previous sections to
complex manifolds.

Definition 4. An almost complex structure is an endomorphism J : TM → TM
satisfying J2 = −Id. An almost complex structure J is said to be integrable if J is
induced from a collection of holomorphic coordinates on M .

Let (M2, g) be any oriented Riemannian surface. Then ∗ : Λ1 → Λ1 satisfies
∗2 = −Id, and using the metric we obtain an endomorphism J : TM → TM satisfying
J2 = −Id, which is an almost complex structure. In the case of surfaces, this always
comes from a collection of holomorphic coordinate charts, but this is not true in
higher dimensions. To understand this we proceed as follows:
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Proposition 16.5. The Nijenhuis tensor of an almost complex structure defined by

N(X, Y ) = 2{[JX, JY ]− [X, Y ]− J [X, JY ]− J [JX, Y ]} (16.27)

is a tensor of type (1, 2) and satisfies N(Y,X) = −N(X, Y ).

Proof. Given a function f : M → R, we compute

N(fX, Y ) = 2{[J(fX), JY ]− [fX, Y ]− J [fX, JY ]− J [J(fX), Y ]}
= 2{[fJX, JY ]− [fX, Y ]− J [fX, JY ]− J [fJX, Y ]}
= 2{f [JX, JY ]− (JY (f))JX − f [X, Y ] + (Y f)X

− J(f [X, JY ]− (JY (f))X)− J(f [JX, Y ]− (Y f)JX)}
= fN(X, Y ) + 2{−(JY (f))JX + (Y f)X + (JY (f))JX + (Y f)J2X.

Since J2 = −I, the last 4 terms vanish. A similar computation proves thatN(X, fY ) =
fN(X, Y ). Consequently, N is a tensor. The skew-symmetry in X and Y is obvi-
ous.

17 Lecture 17

We have the following local formula for the Nijenhuis tensor.

Proposition 17.1. In local coordinates, the Nijenhuis tensor is given by

N i
jk = 2

2n∑
h=1

(Jhj ∂hJ
i
k − Jhk ∂hJ ij − J ih∂jJhk + J ih∂kJ

h
j ) (17.1)

Proof. We compute

1

2
N(∂j, ∂k) = [J∂j, J∂k]− [∂j, ∂k]− J [∂j, J∂k]− J [J∂j, ∂k]

= [J lj∂l, J
m
k ∂m]− [∂j, ∂k]− J [∂j, J

l
k∂l]− J [J lj∂l, ∂k]

= I + II + III + IV.

The first term is

I = J lj∂l(J
m
k ∂m)− Jmk ∂m(J lj∂l)

= J lj(∂lJ
m
k )∂m + J ljJ

m
k ∂l∂m − Jmk (∂mJ

l
j)∂l − Jmk J lj∂m∂l

= J lj(∂lJ
m
k )∂m − Jmk (∂mJ

l
j)∂l.

The second term is obviously zero. The third term is

III = −J(∂j(J
l
k)∂l) = −∂j(J lk)Jml ∂m. (17.2)

Finally, the fourth term is

III = ∂k(J
l
j)J

m
l ∂m. (17.3)

Combining these, we are done.
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Next, we have

Theorem 17.1. An almost complex structure J is integrable if and only if the Ni-
jenhuis tensor vanishes.

Proof. If J is integrable, then we can always find local coordinates so that J = J0,
and Proposition 17.1 shows that the Nijenhuis tensor vanishes. For the converse, the
vanishing of the Nijenhuis tensor is the integrability condition for T 1,0 as a complex
sub-distribution of T ⊗ C. To see this, if X and Y are both sections of T 1,0 then we
can write X = X ′ − iJX ′ and Y = Y ′ − iJY ′ for real vector fields X ′ and Y ′. The
commutator is

[X ′ − iJX ′, Y ′ − iJY ′] = [X ′, Y ′]− [JX ′, JY ′]− i([X ′, JY ′] + [JX ′, Y ′]). (17.4)

But this is also a (1, 0) vector field if and only if

[X ′, JY ′] + [JX ′, Y ′] = J [X ′, Y ′]− J [JX ′, JY ′], (17.5)

applying J , and moving everything to the left hand side, this says that

[JX ′, JY ′]− [X ′, Y ′]− J [X ′, JY ′]− J [JX ′, Y ′] = 0, (17.6)

which is exactly the vanishing of the Nijenhuis tensor. In the analytic case, the
converse then follows using a complex version of the Frobenius Theorem. The C∞-
case is more difficult, and is the content of the Newlander-Nirenberg Theorem, which
we will not prove here.

Proposition 17.2. For an almost complex structure J

d(Λp,q) ⊂ Λp+2,q−1 + Λp+1,q + Λp,q+1 + Λp−1,q+2, (17.7)

and J is integrable if and only if

d(Λp,q) ⊂ Λp+1,q + Λp,q+1. (17.8)

Proof. Let α ∈ Λp,q, and write p+ q = r. Then we have the basic formula

dα(X0, . . . , Xr) =
∑

(−1)jXjα(X0, . . . , X̂j, . . . , Xr)

+
∑
i<j

(−1)i+jα([Xi, Xj], X0, . . . , X̂i, . . . , X̂j, . . . , Xr).
(17.9)

This is easily seen to vanish if more than p+ 2 of the Xj are of type (1, 0) or if more
than q + 2 are of type (0, 1).

If J is integrable, then in a local complex coordinate system, (17.8) is easily seen
to hold. For the converse we have the inclusions,

d(Λ1,0) ⊂ Λ2,0 + Λ1,1 and d(Λ0,1) ⊂ Λ1,1 + Λ0,2. (17.10)
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The formula

dα(X, Y ) = X(α(Y ))− Y (α(X))− α([X, Y ]) (17.11)

then implies that if both X and Y are in T 1,0 then so is their bracket [X, Y ]. So
write X = X ′ − iJX ′ and Y = Y ′ − iJY ′ for real vector fields X ′ and Y ′. Define
Z = [X, Y ], then Z is also of type (1, 0), so

Z + iJZ = 0. (17.12)

Writing this in terms of X ′ and Y ′ we see that

0 = 2(Z + iJZ) = −N(X ′, Y ′)− iJN(X ′, Y ′), (17.13)

which implies that N ≡ 0.

Corollary 17.1. On a complex manifold, d = ∂ + ∂ where ∂ : Λp,q → Λp+1,q and
∂ : Λp,q → Λp,q+1, and these operators satisfy

∂2 = 0, ∂
2

= 0, ∂∂ + ∂∂ = 0. (17.14)

Proof. These relations follow simply from d2 = 0.

17.1 Automorphisms

Definition 5. An infinitesimal automorphism of a complex manifold is a real vector
field X such that LXJ = 0, where L denotes the Lie derivative operator.

It is straightforward to see that X is an infinitesimal automorphism if and only
if its 1-parameter group of diffeomorphisms are holomorphic automorphisms, that is,
(φs)∗ ◦ J = J ◦ (φs)∗.

Proposition 17.3. A vector field X is an infinitesimal automorphism if and only if

J([X, Y ]) = [X, JY ], (17.15)

for a vector fields X and Y .

Proof. We compute

[X, JY ] = LX(JY ) = LX(J)Y + J(LXY ) = LX(J)Y + J([X, Y ]), (17.16)

and the result follows.

Definition 6. A holomorphic vector field on a complex manifold (M,J) is vector field
Z ∈ Γ(T 1,0) which satisfies Zf is holomorphic for every locally defined holomorphic
function f .
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In complex coordinates, a holomorphic vector field can locally be written as

Z =
∑

fi
∂

∂zi
, (17.17)

where the fi are locally defined holomorphic functions.

Proposition 17.4. For X ∈ Γ(TM), associate a vector field of type (1, 0) by mapping
X 7→ Z = X − iJX. Then X is an infinitesimal automorphism if and only if Z is a
holomorphic vector field.

Proof. Choose a local holomorphic coordinate system {zi}, and for real vector fields
X ′ and Y ′, write

X = X ′ − iJX ′ =
∑

Xj ∂

∂zj
, (17.18)

Y = Y ′ − iJY ′ =
∑

Y j ∂

∂zj
. (17.19)

We know that X ′ is an infinitesimal automorphism if and only if

J([X ′, Y ′]) = [X ′, JY ′], (17.20)

for all real vector fields Y ′. This condition is equivalent to∑
j

Y
j ∂Xk

∂zj
, (17.21)

for each k = 1 . . . n, which is equivalent to X being a holomorphic vector field.
To see this, we rewrite (17.20) in terms of complex vector fields. We have

X ′ =
1

2
(X +X) JX ′ =

i

2
(X −X)

Y ′ =
1

2
(Y + Y ) JY ′ =

i

2
(Y − Y )

The left hand side of (17.20) is

J([X ′, Y ′]) = J([
1

2
(X +X),

1

2
(Y + Y )])

=
1

4
J([X, Y ] + [X, Y ] + [X,Y ] + [X,Y ]).

But from integrability, [X, Y ] is also of type (1, 0), and [X,Y ] is of type (0, 1). So we
can write this as

J([X ′, Y ′]) =
1

4
(i[X, Y ]− i[X,Y ] + J [X, Y ] + J [X,Y ]). (17.22)

Next, the right hand side of (17.20) is

[
1

2
(X +X),

i

2
(Y − Y )] =

i

4
([X, Y ]− [X, Y ] + [X,Y ]− [X,Y ]). (17.23)
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Then (17.22) equals (17.23) if and only if

J [X, Y ] + J [X,Y ] = −i[X, Y ] + i[X,Y ]. (17.24)

This is equivalent to

J(Re([X, Y ])) = Im([X, Y ]). (17.25)

This says that [X, Y ] is a vector field of type (0, 1). We can write the Lie bracket as

[X, Y ] =
[∑

j

Xj ∂

∂zj
,
∑
k

Y
k ∂

∂zk

]
=
∑
j

Y
k
(
∂

∂zk
Xj)

∂

∂zj
+
∑
k

Xj(
∂

∂zj
Y
k
)
∂

∂zk
,

and the vanishing of the (1, 0) component is exactly (17.21).

18 Lecture 18

We next give an alternate proof of Proposition 16.2.

Proposition 18.1. The space of endomorphisms I satisfying IJ + JI = 0 can be
identified with Λ0,1 ⊗ T 1,0. Furthermore, the space of endomorphisms I satisfying
IJ − JI = 0 can be identified with Λ1,0 ⊗ T 1,0.

Proof. An element I ∈ Λ0,1⊗T 1,0 is a complex linear mapping from T 0,1 to T 1,0, that
is I ∈ HomC(T 0,1, T 1,0). Writing X ∈ T 0,1 as X = X ′ + iJX ′ for real X ′ ∈ T and
since I maps to T 1,0, I can be written as

I : X ′ + iJX ′ 7→ I(X ′)− iJI(X ′), (18.1)

for some real endomorphism of the tangent space I : T → T , by defined by

I(X ′) = Re(I(X ′ + iJX ′)). (18.2)

To show that IJ = −JI, we first compute

IJ(X ′) = Re{I(JX ′ + iJJX ′)} = Re{I(J(X ′ + iJX ′)},

but since X ′ + iJX ′ ∈ T 0,1, we have J(X ′ + iJX ′) = −i(X ′ + iJX ′), so

IJ(X ′) = Re{I(−i(X ′ + iJX ′)},

using complex linearity of I,

IJ(X ′) = Re{−iI(X ′ + iJX ′)} = Im(I(X ′ + iJX ′))
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Next, we have

JI(X ′) = JRe(I(X ′ + iJX ′)) = −Im(I(X ′ + iJX ′)), (18.3)

since I(X ′ + iJX ′) is a (1, 0) vector field, and we have shown that IJ = −JI.
For the converse, given a real mapping satisfying IJ + JI = 0, writing X ∈ T 0,1

as X = X ′ + iJX ′ define I : T 0,1 → T 1,0 by

I : X ′ + iJX ′ 7→ I(X ′)− iJI(X ′). (18.4)

This map is clearly real linear, and we claim that this map is moreover complex linear.
To see this,

I(i(X ′ + iJX ′)) = I(−J(X ′ + iJX ′))

= −I(JX ′ + iJ(JX ′)) = −I(JX ′) + iJI(JX ′).

Using IJ = −JI, this is

I(i(X ′ + iJX ′)) = JI(X ′)− iIJ(JX ′) = JI(X ′) + iI(X ′).

Next,

iI(X ′ + iJX ′) = i(I(X ′)− iJI(X ′)) = JI(X ′) + iI(X ′),

so I is indeed complex linear.
A similar argument proves the second case, and we are done.

18.1 The ∂ operator on holomorphic vector bundles

We first illustrate this operator for the holomorphic tangent bundle T 1,0.

Proposition 18.2. There is an first order differential operator

∂ : Γ(T 1,0)→ Γ(Λ0,1 ⊗ T 1,0), (18.5)

such that a vector field Z is holomorphic if and only if ∂(Z) = 0.

Proof. Choose local holomorphic coordinates {zj}, and write any section of Z of T 1,0,
locally as

Z =
∑

Zj ∂

∂zj
. (18.6)

Then define

∂(Z) =
∑
j

(∂Zj)⊗ ∂

∂zj
. (18.7)
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This is in fact a well-defined global section of Λ0,1 ⊗ T 1,0 since the transition func-
tions of the bundle T 1,0 corresponding to a change of holomorphic coordinates are
holomorphic.

To see this, if we have an overlapping coordinate system {wj} and

Z =
∑

W j ∂

∂wj
. (18.8)

Note that

∂

∂zj
=
∂wk

∂zj
∂

∂wj
, (18.9)

which implies that

W j = Zp∂w
j

∂zp
. (18.10)

We compute

∂(Z) =
∑

∂(W j)⊗ ∂

∂wj
=
∑

∂(Zp∂w
j

∂zp
)⊗ ∂zq

∂wj
∂

∂zq

=
∑ ∂wj

∂zp
∂zq

∂wj
∂(Zp)⊗ ∂

∂zq
=
∑

δqp∂(Zp)⊗ ∂

∂zq
=
∑

∂(Zj)⊗ ∂

∂zj
.

Recall that the transition functions of a complex vector bundle are locally defined
functions φαβ : Uα ∩ Uβ → GL(m,C), satisfying

φαβ = φαγφγβ. (18.11)

Notice the main property we used in the proof of Proposition 18.2 is that the transition
functions of the bundle are holomorphic. Thus we make the following definition.

Definition 7. A vector bundle π : E → M is a holomorphic vector bundle if in
complex coordinates the transitition functions φαβ are holomorphic.

Recall that a section of a vector bundle is a mapping σ : M → E satisfying
π ◦ σ = IdM . In local coordinates, a section satisfies

σα = φαβσβ, (18.12)

and conversely any locally defined collection of functions σα : Uα → Cm satisfying
(18.12) defines a global section. A section is holomorphic if in complex coordinates,
the σα are holomorphic.

We next have the generalization of Proposition 18.2.

Proposition 18.3. If π : E → M is a holomorphic vector bundle, then there is an
first order differential operator

∂ : Γ(E)→ Γ(Λ0,1 ⊗ E), (18.13)

such that a section σ is holomorphic if and only if ∂(σ) = 0.
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Proof. Let σj be a local basis of holomorphic sections in Uα, and write any section σ
as

σ =
∑

sjσj. (18.14)

Then define

∂σ =
∑

(∂sj)⊗ σj. (18.15)

We claim this is a global section of Γ(Λ0,1 ⊗ E). If we choose a local basis σ′j of
holomorphic sections in Uβ, and write σ as

σ =
∑

s′jσ
′
j. (18.16)

We can write

s′j = Ajlsl, (18.17)

where A : Uα ∩ Uβ → GL(m,C) is holomorphic. We also have

σ′j = A−1
jl σl. (18.18)

Consequently

∂σ =
∑

(∂s′j)⊗ σ′j =
∑

∂(Ajksk)⊗ A−1
jl σl

=
∑

Ajk∂(sk)⊗ A−1
jl σl =

∑
δkl(∂sk)⊗ σl =

∑
(∂sk)⊗ σk.

19 Lecture 19

For the special case of T 1,0 we have another operator mapping from

Γ(T 1,0)→ Γ(Λ0,1 ⊗ T 1,0) (19.1)

defined as follows. If X is a section of T 1,0, writing X = X ′ − iJX ′ for a real vector
field X ′ then consider LX′J . Since J2 = −I, applying the Lie derivative, we have

(LX′J) ◦ J + J ◦ (LX′J) = 0, (19.2)

that is, LX′J anti-commutes with J , so using Proposition 18.1 we can we view LX′J
as a section of Λ0,1 ⊗ T 1,0.

Proposition 19.1. For X ∈ Γ(T 1,0),

∂X = J ◦ LX′J, (19.3)

where X ′ = Re(X).
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Proof. The proof is similar to the proof of Proposition 17.4 above. For real vector
fields X ′ and Y ′, we let

X = X ′ − iJX ′ =
∑

Xj ∂

∂zj
,

Y = Y ′ − iJY ′ =
∑

Y j ∂

∂zj
,

and we have the formulas

X ′ =
1

2
(X +X) JX ′ =

i

2
(X −X)

Y ′ =
1

2
(Y + Y ) JY ′ =

i

2
(Y − Y )

Expanding the Lie derivative,

(LX′J)(Y ′) = LX′(J(Y ′))− J(LX′Y ′) = [X ′, JY ′]− J [X ′, Y ′]. (19.4)

In the proof of Proposition 17.4, it was shown that

J([X ′, Y ′]) =
1

4
(i[X, Y ]− i[X,Y ] + J [X, Y ] + J [X,Y ]), (19.5)

and

[X ′, JY ′] =
i

4
([X, Y ]− [X, Y ] + [X,Y ]− [X,Y ]). (19.6)

So we have

[X ′, JY ′]− J [X ′, Y ′] =
1

4
(−i[X, Y ] + i[X,Y ]− J [X, Y ]− J [X,Y ])

= −1

4

(
i(Z − Z) + J(Z + Z)

)
,

where Z = [X, Y ]. We have that

Z = [X, Y ] =
∑
j

Y
k
(
∂

∂zk
Xj)

∂

∂zj
+
∑
k

Xj(
∂

∂zj
Y
k
)
∂

∂zk
,

which we write as

Z =
∑

Zj ∂

∂zj
+W j ∂

∂zj
. (19.7)

We next compute

i(Z − Z) + J(Z + Z) = i
(
Zj ∂

∂zj
+W j ∂

∂zj
− Zj ∂

∂zj
−W j ∂

∂zj

)
+ J

(∑
Zj ∂

∂zj
+W j ∂

∂zj
+ Z

j ∂

∂zj
+W

j ∂

∂zj
)

= i
(
Zj ∂

∂zj
+W j ∂

∂zj
− Zj ∂

∂zj
−W j ∂

∂zj

)
+ i
(∑

Zj ∂

∂zj
−W j ∂

∂zj
− Zj ∂

∂zj
+W

j ∂

∂zj
)

= 2i
(∑

Zj ∂

∂zj
− Zj ∂

∂zj

)
.
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We have obtained the formula

(LX′J)(Y ′) =
−i
2

(∑
Zj ∂

∂zj
− Zj ∂

∂zj

)
= Im(Z1,0), (19.8)

where Z1,0 is the (1, 0) part of Z, which is

Z1,0 =
∑
j

Y
k
(
∂

∂zk
Xj)

∂

∂zj
. (19.9)

Next, we need to view ∂X as a real endomorphism, and from the proof of Proposition
18.1, this is

(∂X)(Y ′) = Re
(
(∂X)(Y ′ + iJY ′)

)
= Re

{(∑
j

∂Xj ⊗ ∂

∂zj

)
(Y ′ + iJY ′)

}
= Re

{(∑
j

∂Xj
)

(Y ′ + iJY ′)
∂

∂zj

}
.

But note that

Y ′ + iJY ′ = Y ′ − iJY ′ = Y =
∑
j

Y
j ∂

∂zj
. (19.10)

So we have

(∂X)(Y ′) = Re
{(∑

j

∂Xj
)

(Y )
∂

∂zj

}
= Re

{∑
p,j

Y
p
( ∂

∂zp
Xj
) ∂

∂zj

}
= Re(Z1,0).

But since Z1,0 is of type (1, 0),

Im(Z1,0) = −J(Re(Z1,0). (19.11)

Finally, we have

(∂X)(Y ′) = Re(Z1,0) = J(Im(Z1,0)) = J((LX′J)(Y ′)), (19.12)

and we are done.

Letting Θ denote T 1,0, there is moreover an entire complex

Γ(Θ)
∂−→ Γ(Λ0,1 ⊗Θ)

∂−→ Γ(Λ0,2 ⊗Θ)
∂−→ Γ(Λ0,3 ⊗Θ)

∂−→ · · · . (19.13)

We have that the holomorphic vector fields (equivalently, the automorphisms of the
complex structure) are H0(M,Θ). The higher cohomology groups H1(M,Θ) and
H2(M,Θ) of this complex play a central role in the theory of deformations of complex
structures.
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19.1 The space of almost complex structures

We define

J (R2n) ≡ {J : R2n → R2n, J ∈ GL(2n,R), J2 = −I2n} (19.14)

In this subsection, we give some alternative descriptions of this space.

Proposition 19.2. The space J (R2n) is the homogeneous space GL(2n,R)/GL(n,C).

Proof. We note that GL(2n,R) acts on J (R2n), by the following. If A ∈ GL(2n,R)
and J ∈ J (R2n),

ΦA : J 7→ AJA−1. (19.15)

Obviously,

(AJA−1)2 = AJA−1AJA−1 = AJ2A−1 = −I, (19.16)

and

ΦAB(J) = (AB)J(AB)−1 = ABJB−1A−1 = ΦAΦB(J), (19.17)

so is indeed a group action. Given J and J ′, there exists bases

{e1, . . . , en, Je1, . . . , Jen} and {e′1, . . . , e′n, J ′e′1, . . . , J ′e′n}. (19.18)

Define S ∈ GL(2n,R) by Sek = e′k and S(Jek) = J ′e′k. Then J ′ = SJS−1, and the
action is therefore transitive. The stabilizer subgroup of J0 is

Stab(J0) = {A ∈ GL(2n,R) : AJ0A
−1 = J0}, (19.19)

that is, A commutes with J0. We have seen above in (15.15) that this can be identified
with GL(n,C).

We next give yet another description of this space. Define

C(R2n) = {P ⊂ R2n ⊗ C = C2n | dimC(P ) = n,

P is a complex subspace satisfying P ∩ P = {0}}.

If we consider R2n ⊗ C, we note that complex conjugation is a well defined complex
anti-linear map R2n ⊗ C→ R2n ⊗ C.

Proposition 19.3. The space C(R2n) can be explicitly identified with J (R2n) by the
following. If J ∈ J (R2n) then let

R2n ⊗ C = T 1,0(J)⊕ T 0,1(J), (19.20)

where

T 0,1(J) = {X + iJX,X ∈ R2n} = {−i}-eigenspace of J. (19.21)
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This an n-dimensional complex subspace of C2n, and letting T 1,0(J) = T 0,1(J), we
have T 1,0 ∩ T 0,1 = {0}.

For the converse, given P ∈ C(R2n), then P may be written as a graph over R2n⊗1,
that is

P = {X ′ + iJX ′ | X ′ ∈ R2n ⊂ C2n}, (19.22)

with J ∈ J (R2n), and

R2n ⊗ C = P ⊕ P = T 1,0(J)⊕ T 0,1(J). (19.23)

Proof. For the forward direction, we already know this. To see the other direction,
consider the projection map Re restricted to P

π = Re : P → R2n. (19.24)

We claim this is a real linear isomorphism. Obviously, it is linear over the reals. Let
X ∈ P satisfy π(X) = 0. Then Re(X) = 0, so X = iX ′ for some real X ′ ∈ R2n.
But X = −iX ′ ∈ P ∩ P , so by assumption X = 0. Since these spaces are of the
same real dimension, π has an inverse, which we denote by J . Clearly then, (19.22)
is satisfied. Since P is a complex subspace, given any X = X ′+ iJX ′ ∈ P , the vector
iX ′ = (−JX ′) + iX ′ must also lie in P , so

(−JX ′) + iX ′ = X ′′ + iJX ′′, (19.25)

for some real X ′′, which yields the two equations

JX ′ = −X ′′ (19.26)

X ′ = JX ′′. (19.27)

applying J to the first equation yields

J2X ′ = −JX ′′ = −X ′. (19.28)

Since this is true for any X ′, we have J2 = −I2n.

Remark 19.1. We note that J 7→ −J corresponds to interchanging T 0,1 and T 1,0.

Remark 19.2. The above propositions embed J (R2n) as a subset of the complex
Grassmannian G(n, 2n,C). These spaces have the same dimension, so it is an open
subset. Furthermore, the condition that the projection to the real part is an isomor-
phism is generic, so it is also dense.

20 Lecture 20

20.1 Deformations of complex structure

We next let J(t) be a path of complex structures through J = J(0). Such a J(t) is
equivalent to a decomposition

TM ⊗ C = T 1,0(Jt)⊕ T 0,1(Jt). (20.1)
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Note that, for t sufficiently small, this determines an element φ(t) ∈ Λ0,1(J)⊕T 1,0(J)
which we view as a mapping

φ(t) : T 0,1(J)→ T 1,0(J), (20.2)

by writing

T 0,1(Jt) = {v + φ(t)v | v ∈ T 0,1(J0)}. (20.3)

That is, we write T 0,1(Jt) as a graph over T 0,1(J0). Conversely, a path φ(t) in (20.2),
corresponds to a path J(t) of almost complex structures. We next show how to
write this down. The path φ(t) corresponds to a path of endomorphisms I(t). These
determine a path of almost complex structure J(t) by the following.

Proposition 20.1. Let J0 be a fixed complex structure, and J be another complex
structure. Then J has a unique decomposition

J = JC + JA, (20.4)

where JCJ0 = J0J
C and JAJ0 = −J0J

A. Furthermore, we have the formula

JCJA + JAJC = 0. (20.5)

Proof. Given J , we define

JC =
1

2
(J − J0JJ0) (20.6)

JA =
1

2
(J + J0JJ0). (20.7)

Then

JCJ0 =
1

2
(JJ0 − J0JJ

2
0 ) =

1

2
(JJ0 + J0J),

and

J0J
C =

1

2
(J0J − J2

0JJ0) =
1

2
(J0J + JJ0).

Next,

JAJ0 =
1

2
(JJ0 + J0JJ

2
0 ) =

1

2
(JJ0 − J0J),

and

J0J
A =

1

2
(J0J + J2

0JJ0) =
1

2
(J0J − JJ0).

To prove uniqueness, if

J = JC1 + JA1 = JC2 + JA2 , (20.8)
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then

JC1 − JC2 = JA2 − JA1 . (20.9)

Denote by J̃ = JC1 −JC2 = JA2 −JA1 . Then J̃ both commutes and anti commutes with
J , so is then easily seen to vanish identically.

To prove the formula (20.5), we compute

JCJA =
1

4
(J − J0JJ0)(J + J0JJ0)

=
1

4
(J2 + JJ0JJ0 − J0JJ0J − J0JJ0J0JJ0)

=
1

4
(−In + JJ0JJ0 − J0JJ0J + In)

=
1

4
(JJ0JJ0 − J0JJ0J).

Next,

JCJA =
1

4
(J + J0JJ0)(J − J0JJ0)

=
1

4
(J2 − JJ0JJ0 + J0JJ0J − J0JJ0J0JJ0)

=
1

4
(−In − JJ0JJ0 + J0JJ0J + In)

=
1

4
(−JJ0JJ0 + J0JJ0J).

Corollary 20.1. Let I(t) be a path of endomorphisms satisfying I(t)J = −JI(t).
Then for sufficiently small t, I(t) determines a unique almost complex structure J(t)
satisfying J(t)A = I(t).

Proof. We would like to find JC(t) such that J(t) = JC(t) + I(t) defines an almost
complex structure. In order to do this, we square this equation

J(t)2 = (JC(t) + I(t))2 = JC(t)2 + JC(t)I(t) + I(t)JC(t) + I(t)2 = −In. (20.10)

We rewrite this as

(JC(t)2 + I(t)2 + In) + (JC(t)I(t) + I(t)JC(t)) = 0 (20.11)

It is easy to see that the first term in parenthesis commutes with J and the second
term anti-commutes with J . Consequently, both terms are zero. So we have the
equation

JC(t)2 = −I(t)2 − In, (20.12)
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Conversely, given I(t), if we can find a solution of (20.12) satisfying JC(t)J = JJC(t),
then J(t) = JC(t)+I(t) is an almost complex structure (by Proposition 20.1). Let J C

denote the space of endomorphisms commuting with J . Then then map F : J C → J C

defined by JC 7→ (JC)2 has surjective differential at J . Thus for t sufficiently small
there is a a unique solution of (20.12). Note that from the uniqueness in Proposition
20.1, this JC is unique once I(t) is specified (the other apparent solution −JC(t)
corresponds to −I(t)).

We next return to the Nijenhuis tensor, which we recall is defined by

N(X, Y ) = 2{[JX, JY ]− [X, Y ]− J [X, JY ]− J [JX, Y ]}. (20.13)

Proposition 20.2. For any almost complex structure, the Nijenhuis tensor is a sec-
tion of Λ0,2⊗ T 1,0 as follows. Let X and Y be in T 0,1, and write X = X ′+ iJX ′ and
Y = Y ′ + iJY ′ for real vectors X ′ and Y ′. Then

ΠT 1,0 [X, Y ] = −1

4
(N(X ′, Y ′)− iJN(X ′, Y ′)). (20.14)

Proof. To see this, we compute

[X, Y ] = [X ′ + iJX ′, Y ′ + iJY ′] = [X ′, Y ′]− [JX ′, JY ′] + i([X ′, JY ′] + [JX ′, Y ′]).
(20.15)

Notice that ΠT 1,0(Z) = 1
2
(Z − iJZ), so

ΠT 1,0([X, Y ]) =
1

2
([X ′, Y ′]− [JX ′, JY ′] + i([X ′, JY ′] + [JX ′, Y ′])

− 1

2
(i(J [X ′, Y ′]− J [JX ′, JY ′])− J [X ′, JY ′]− J [JX ′, Y ′])

=
1

2
([X ′, Y ′]− [JX ′, JY ′] + J [X ′, JY ′] + J [JX ′, Y ′])

+
1

2
iJ([X ′, Y ′]− [JX ′, JY ′] + J [X ′, JY ′] + J [JX ′, Y ′])

= −1

4
(N(X ′, Y ′)− iJN(X ′, Y ′)).

Next, we write the integrability condition for a path of almost complex structures
J(t) = JC(t) + I(t) with corresponding φ(t) ∈ Λ0,1 ⊗ T 1,0.

Proposition 20.3. The complex structure J(t) = JC(t) + I(t) is integrable if and
only if

∂φ(t) + [φ(t), φ(t)] = 0, (20.16)

where [φ(t), φ(t)] ∈ Λ0,2 ⊗ T 1,0 is a term which is quadratic in the φ(t) and its first
derivatives, that is,

‖[φ(t), φ(t)]‖ ≤ ‖φ‖ · ‖∇φ‖, (20.17)

in any local coordinate system.
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Proof. By Proposition 20.2, the integrability equation is equivalent to [T 0,1
t , T 0,1

t ] ⊂
T 0,1
t . Writing

φ =
∑

φijdzi ⊗
∂

∂zj
, (20.18)

if J(t) is integrable, then we must have[ ∂
∂zi

+ φ
( ∂

∂zi

)
,
∂

∂zk
+ φ
( ∂

∂zk

)]
∈ T 0,1

t . (20.19)

This yields [ ∂
∂zi

, φkl
∂

∂zl

]
+
[
φij

∂

∂zj
,
∂

∂zk

]
+
[
φij

∂

∂zj
, φkl

∂

∂zl

]
∈ T 0,1

t (20.20)

The first two terms are[ ∂
∂zi

, φkl
∂

∂zl

]
+
[
φij

∂

∂zj
,
∂

∂zk

]
=
∑
j

(∂φkj
∂zi
− ∂φij
∂zk

) ∂

∂zj

= (∂φ)
( ∂

∂zi
,
∂

∂zj

)
.

The third term is[
φij

∂

∂zj
, φkl

∂

∂zl

]
= φij

( ∂

∂zj
φkl

) ∂

∂zl
− φkl

( ∂

∂zl
φij

) ∂

∂zj

= [φ, φ]
( ∂

∂zi
,
∂

∂zk

)
,

where [φ, φ] is defined by

[φ, φ] =
∑

(dzi ∧ dzk)
[
φij

∂

∂zj
, φkl

∂

∂zl

]
, (20.21)

and is easily seen to be a well-defined global section of Λ0,2 ⊗ T 1,0. We have shown
that

(∂φ(t) + [φ(t), φ(t)])
( ∂

∂zi
,
∂

∂zk

)
∈ T 0,1

t . (20.22)

But the left hand side is also in T 1,0. For sufficiently small t however, T 0,1
t ∩T 1,0 = {0},

and therefore (20.16) holds.
For the converse, if (20.16) is satisfied, then the above argument in reverse shows

that the integrability of T 0,1
t holds as a distribution, which by Proposition 20.2 is

equivalent to integrability of the complex structure J(t).

Using the above we can identify the ∂ in the second term of the complex

Γ(Θ)
∂−→ Γ(Λ0,1 ⊗Θ)

∂−→ Γ(Λ0,2 ⊗Θ)
∂−→ Γ(Λ0,3 ⊗Θ)

∂−→ · · · (20.23)

with the linearized Nijenhuis tensor at t = 0:
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Proposition 20.4. Let J(t) be a path of almost complex structures with J ′(0) = I,
corresponding to φ ∈ Λ0,1 ⊗ T 1,0. Then

∂φ = −1

4
(N ′J(I)− iJN ′J(I)). (20.24)

Note we are using the following identification: since the Nijenhuis tensor is J anti-
invariant, and skew-symmetric, it is a skew-hermitian 2-form, so by Proposition 16.1,
N + iJN is a section of Λ0,2 ⊗ T 1,0.

Proof. This follows from the above, using the fact that the quadratic term [φ, φ] does
not contribute to the linearization.

21 Lecture 21

21.1 The Kuranishi map

We now have the following theorem.

Theorem 21.1. Let (M,J) be a complex manifold. The space H1(M,Θ) is identified
with

H1(M,Θ) ' Ker(NJ)′

Im(X → LXJ)
, (21.1)

and therefore consists of essential infinitesimal deformations of the complex structure.
Furthermore, there is a map

Ψ : H1(M,Θ)→ H2(M,Θ) (21.2)

called the Kuranishi map such that the moduli space of complex structures near J is
given by the orbit space

Ψ−1(0)/H0(M,Θ). (21.3)

Proof. The identification (21.1) follows from the computations in the previous lecture.
The remaining part takes a lot of machinery, so we will only give an outline here.

We consider the three term complex

Γ(Θ)
∂−→ Γ(Λ0,1 ⊗Θ)

∂−→ Γ(Λ0,2 ⊗Θ), (21.4)

and we will abbreviate this as

Γ(A)
∂A−→ Γ(B)

∂B−→ Γ(C)
∂C−→ · · · (21.5)

It is not hard to show that this complex is elliptic. We define a map

F : Γ(B)→ Γ(C)⊕ Γ(A) (21.6)

by

F (φ) = (ΠΓ(C)NJφ , ∂
∗
Aφ). (21.7)

where we have fixed a hermitian metric g compatible with J , and the adjoint is taken
with respect to g.
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Claim 21.1. For φ sufficiently small, zeroes of F correspond to integrable complex
structures near φ, modulo diffeomorphism.

For the forward direction, if ΠΓ(C)(J)NJφ = 0, thenNJφ = 0 if φ is sufficiently small.
For the converse, we have that given any Jφ near J , there exists a diffeomorphism

f : M → M such that f ∗Jφ = Jφ′ with ∂
∗
Aφ
′ = 0. This follows since ∂

∗
A is the

divergence operator with respect to g, and then this follows from a version of the
Ebin slice theorem. This finishes the claim.

Next, the linearization of F at φ = 0, defined by

P (h) =
d

dt
F (φ(t))

∣∣∣
t=0
, (21.8)

where φ(t) is any path satisfying φ(0) = 0, and φ′(0) = h, is given by

P (h) = (∂B(h), ∂
∗
A(h)). (21.9)

This is an elliptic operator, since the above complex is elliptic. We also know that

NJφ = ∂φ+ [φ, φ], (21.10)

and the nonlinear term satisfies

‖[φ1, φ1]− [φ2, φ2]‖ ≤ C(‖φ1‖+ ‖φ2‖) · ‖φ1 − φ2‖. (21.11)

Consequently, one can use elliptic theory and this estimate on the nonlinear term
together with an infinite-dimensional fixed point theorem to show that the zero set
of F is equivalent to the zero set of a map

Ψ : Ker(P )→ Coker(P ) = Ker(P ∗), (21.12)

defined between finite-dimensional spaces. Since M is compact, basic Hodge theory
shows that

Ker(P ) ' Ker(∂B) ∩Ker(∂∗A) ' Ker(∂B)

Im(∂A)
' H1(M,Θ), (21.13)

and

Coker(P ) ' Ker(∂
∗
B)⊕Ker((∂A) ' Ker(∂C)

Im(∂B)
⊕H0(M,Θ) (21.14)

' H2(M,Θ)⊕H0(M,Θ). (21.15)

So we have

Ψ : H1(M,Θ)→ H2(M,Θ)⊕H0(M,Θ) (21.16)

Finally, the map Ψ is equivariant with respect to the holomorphic automorphsim
group H0(M,Θ), so we only need to consider Ψ as a mapping from

Ψ : H1(M,Θ)→ H2(M,Θ), (21.17)

and we then obtain the actual moduli space as the orbit space of the action of
H0(M,Θ) on Ψ−1(0).

94



Corollary 21.1. If H2(M,Θ) = 0, then any such infinitesimal deformation I is
integrable, that is, I = J ′(0) for an actual path of complex structures J(t). If both
H2(M,Θ) = 0 and H0(M,Θ) = 0 then the moduli space of complex structures near J
is smooth of dimension H1(M,Θ).

22 Lecture 22

22.1 Conformal geometry

Let u : M → R. Then g̃ = e−2ug, is said to be conformal to g.

Proposition 22.1. The Christoffel symbols transform as

Γ̃ijk = gil
(
− (∂ju)glk − (∂ku)glj + (∂lu)gjk

)
+ Γijk. (22.1)

Invariantly,

∇̃XY = ∇XY − du(X)Y − du(Y )X + g(X, Y )∇u. (22.2)

Proof. Using (1.33), we compute

Γ̃ijk =
1

2
g̃il
(
∂j g̃kl + ∂kg̃jl − ∂lg̃jk

)
=

1

2
e2ugil

(
∂j(e

−2ugkl) + ∂k(e
−2ugjl)− ∂l(e−2ugjk)

)
=

1

2
e2ugil

(
− 2e−2u(∂ju)gkl − 2e−2u(∂ku)e−2ugjl + 2e−2u(∂lu)gjk

+ e−2u∂j(gkl) + e−2u∂k(gjl)− e−2u∂l(gjk)
)

= gil
(
− (∂ju)gkl − (∂ku)gjl + (∂lu)gjk

)
+ Γijk.

(22.3)

This is easily seen to be equivalent to the invariant expression.

Proposition 22.2. The (0, 4)-curvature tensor transforms as

R̃m = e−2u
[
Rm+

(
∇2u+ du⊗ du− 1

2
|∇u|2g

)
7 g
]
. (22.4)

Proof. Recall the formula (1.54) for the (1, 3) curvature tensor

R̃ l
ijk = ∂i(Γ̃

l
jk)− ∂j(Γ̃lik) + Γ̃limΓ̃mjk − Γ̃ljmΓ̃mik. (22.5)

Take a normal coordinate system for the metric g at a point x ∈M . All computations
below will be evaluated at x. Let us first consider the terms with derivatives of
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Christoffel symbols, we have

∂i(Γ̃
l
jk)− ∂j(Γ̃lik) = ∂i

[
glp
(
− (∂ju)gpk − (∂ku)gpj + (∂pu)gjk

)
+ Γljk

]
− ∂j

[
glp
(
− (∂iu)gkp − (∂ku)gip + (∂pu)gik

)
+ Γlik

]
= glp

(
− (∂i∂ju)gpk − (∂i∂ku)gpj + (∂i∂pu)gjk

)
+ ∂i(Γ

l
jk)

− glp
(
− (∂j∂iu)gkp − (∂j∂ku)gip + (∂j∂pu)gik

)
− ∂j(Γlik)

= glp
(
− (∂i∂ku)gpj + (∂i∂pu)gjk + (∂j∂ku)gip − (∂j∂pu)gik

)
+R l

ijk .

(22.6)

A simple computation shows this is

∂i(Γ̃
l
jk)− ∂j(Γ̃lik) = glp(∇2u7 g)ijpk +R l

ijk . (22.7)

Next, we consider the terms that are quadratic Christoffel terms.

Γ̃limΓ̃mjk − Γ̃ljmΓ̃mik = glp
(
− (∂iu)gmp − (∂mu)gip + (∂pu)gim

)
×gmr

(
− (∂ju)gkr − (∂ku)gjr + (∂ru)gjk

)
−glp

(
− (∂ju)gmp − (∂mu)gjp + (∂pu)gjm

)
×gmr

(
− (∂iu)gkr − (∂ku)gir + (∂ru)gik

)
.

(22.8)

Terms in the first product which are symmetric in i and j will cancel with the corre-
sponding terms of the second product, so this simplifies to

Γ̃limΓ̃mjk − Γ̃ljmΓ̃mik

= glpgmr
(

(∂iu)gmp(∂ju)gkr + (∂mu)gip(∂ku)gjr + (∂pu)gim(∂ru)gjk

+(∂iu)gmp(∂ku)gjr − (∂iu)gmp(∂ru)gjk + (∂mu)gip(∂ju)gkr

−(∂mu)gip(∂ru)gjk − (∂pu)gim(∂ju)gkr − (∂pu)gim(∂ku)gjr

− same 9 terms with i and j exchanged
)

= glp
(

(∂iu)(∂ju)gkp + (∂ju)(∂ku)gip + (∂pu)(∂iu)gjk

+(∂iu)(∂ku)gjp − (∂iu)(∂pu)gjk + (∂ku)(∂ju)gip

−gmr(∂mu)(∂ru)gipgjk − (∂pu)(∂ju)gik − (∂pu)(∂ku)gij

− same 9 terms with i and j exchanged
)

(22.9)

The first and ninth terms are symmetric in i and j. The fourth and sixth terms, taken
together, are symmetric in i and j. The third and fifth terms cancel, so we have

Γ̃limΓ̃mjk − Γ̃ljmΓ̃mik = glp
(

(∂ju)(∂ku)gip − (∂pu)(∂ju)gik − |∇u|2gipgjk

− same 3 terms with i and j exchanged
)
.

(22.10)
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Writing out the last term, we have

Γ̃limΓ̃mjk − Γ̃ljmΓ̃mik = glp
(

(∂ju)(∂ku)gip − (∂iu)(∂ku)gjp − (∂pu)(∂ju)gik + (∂pu)(∂iu)gjk

− |∇u|2gipgjk + |∇u|2gjpgik
)
.

(22.11)

Another simple computation shows this is

Γ̃limΓ̃mjk − Γ̃ljmΓ̃mik = glp
[(
du⊗ du− 1

2
|∇u|2

)
7 g
]
ijpk

. (22.12)

Adding together (22.7) and (22.12), we have

R̃ l
ijk = glp

[(
∇2u+ du⊗ du− 1

2
|∇u|2

)
7 g
]
ijpk

+R l
ijk . (22.13)

We lower the the index on the right using the metric g̃lp, to obtain

R̃ijpk = e−2u
[(
∇2u+ du⊗ du− 1

2
|∇u|2

)
7 g
]
ijpk

= e−2uRijpk, (22.14)

and we are done.

Proposition 22.3. Let g̃ = e−2ug. The (1, 3) Weyl tensor is conformally invariant.
The (0, 4) Weyl tensor transforms as

W̃ijkl = e−2uWijkl. (22.15)

The Schouten (0, 2) tensor transforms as

Ã = ∇2u+ du⊗ du− 1

2
|∇u|2g + A. (22.16)

The Ricci (0, 2) tensor transforms as

R̃ic = (n− 2)
(
∇2u+

1

n− 2
(∆u)g + du⊗ du− |∇u|2g

)
+Ric. (22.17)

The scalar curvature transforms as

R̃ = e2u
(

2(n− 1)∆u− (n− 1)(n− 2)|∇u|2 +R
)
. (22.18)

Proof. We expand (22.13) in terms of Weyl,

W̃ l
ijk + (Ã7 g̃) l

ijk = glp
[(
∇2u+ du⊗ du− 1

2
|∇u|2

)
7 g
]
ijpk

+W l
ijk + (A7 g) l

ijk .

(22.19)
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Note that

(Ã7 g̃) l
ijk = g̃lp(Ã7 e−2ug)ijpk

= glp(Ã7 g)ijpk.
(22.20)

We can therefore rewrite (22.19) as

W̃ l
ijk −W l

ijk = glp
[(
− Ã+∇2u+ du⊗ du− 1

2
|∇u|2 + A

)
7 g
]
ijpk

. (22.21)

In dimension 2 and 3 the right hand side is zero, so the left hand side is also. In
any dimension, recall from Section 7.1, that the left hand side is in Ker(c), and the
right hand side is in Im(ψ) (with respect to either g or g̃). This implies that both
sides must vanish. To see this, assume R ∈ Ker(c) ∩ Im(ψ). Then R = h 7 g, so
c(R) = (n − 2)h + tr(h)g = 0, which implies that h = 0 for n 6= 2. This implies
conformal invariance of Weyl, and also the formula for the conformal transformation
of the Schouten tensor. We lower an index of the Weyl,

W̃ijkl = g̃pkW̃
p

ijl = e−2ugpkW
p

ijl = e−2uWijkl, (22.22)

which proves (22.15). We have the formula(
− Ã+∇2u+ du⊗ du− 1

2
|∇u|2 + A

)
7 g = 0. (22.23)

Recall that c(A7 g) = (n− 2)A+ tr(A)g = Ric, so we obtain

−R̃ic+ (n− 2)(∇2u+ du⊗ du− 1

2
|∇u|2) + (∆u)g + (1− n

2
)|∇u|2 +Ric = 0,

(22.24)

which implies (22.17). Finally,

R̃ = g̃−1R̃ic = e2ug−1R̃ic

= (n− 2)e2u
(

∆u+
n

n− 2
∆u+ (1− n)|∇u|2 +R

)
= e2u

(
2(n− 1)∆u− (n− 1)(n− 2)|∇u|2 +R

)
,

(22.25)

which is (22.18).

By writing the conformal factor differently, the scalar curvature equation takes a
nice semilinear form, which is the famous Yamabe equation:

Proposition 22.4. If n 6= 2, and g̃ = v
4

n−2 g, then

−4
n− 1

n− 2
∆v +Rv = R̃v

n+2
n−2 . (22.26)
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Proof. We have e−2u = v
4

n−2 , which is

u = − 2

n− 2
ln v. (22.27)

Using the chain rule,

∇u = − 2

n− 2

∇v
v
, (22.28)

∇2u = − 2

n− 2

(∇2v

v
− ∇v ⊗∇v

v2

)
. (22.29)

Substituting these into (22.18), we obtain

R̃ = v
−4
n−2

(
− 4

n− 1

n− 2

(∆v

v
− |∇v|

2

v2

)
− 4

n− 1

n− 2

|∇v|2

v2
+R

)
= v

−n+2
n−2

(
− 4

n− 1

n− 2
∆v +Rv

)
.

(22.30)

Proposition 22.5. If n = 2, and g̃ = e−2ug, the conformal Gauss curvature equation
is

∆u+K = K̃e−2u. (22.31)

Proof. This follows from (22.18), and the fact that in dimension 2, R = 2K.

22.2 Negative scalar curvature

Proposition 22.6. If (M, g) is compact, and R < 0, then there exists conformal
metric g̃ = e−2ug with R̃ = −1.

Proof. If n > 2, we would like to solve the equation

−4
n− 1

n− 2
∆v +Rv = −v

n+2
n−2 . (22.32)

If n > 2, let p ∈ M be a point where v attains a its global maximum. Then (22.26)
evaluated at p becomes

R(p)v(p) ≤ −(v(p))
n+2
n−2 . (22.33)

Dividing, we obtain

(v(p))
4

n−2 ≤ −R(p), (22.34)

which gives an a priori upper bound on v. Similarly, by evaluating a a global minimum
point q, we obtain

(v(p))
4

n−2 ≥ −R(q), (22.35)
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which gives an a priori strictly positive lower bound on v. We have shown there
exists a constant C0 so that ‖v‖C0 < C0. The standard elliptic estimate says that
there exists a constant C, depending only on the background metric, such that (see
[GT01, Chapter 4])

‖v‖C1,α ≤ C(‖∆v‖C0 + ‖v‖C0)

≤ C(‖Rv + v
n+2
n−2‖C0 + CC0 ≤ C1,

(22.36)

where C1 depends only upon the background metric. Applying elliptic estimates
again,

‖v‖C3,α ≤ C(‖∆v‖C1,α + ‖v‖C1,α) ≤ C3, (22.37)

where C3 depends only upon the background metric.
In terms of u, the equation is

2(n− 1)∆u− (n− 1)(n− 2)|∇u|2 +R = −e−2u. (22.38)

Let t ∈ [0, 1], and consider the family of equations

2(n− 1)∆u− (n− 1)(n− 2)|∇u|2 +R =
(
(1− t)R− 1

)
e−2u. (22.39)

Define an operator Ft : C2,α → Cα by

Ft(u) = 2(n− 1)∆u− (n− 1)(n− 2)|∇u|2 +R−
(
(1− t)R− 1

)
e−2u. (22.40)

Let ut ∈ C2,α satisfy Ft(ut) = 0. The linearized operator at ut, Lt : C2,α → Cα, is
given by

Lt(h) = 2(n− 1)∆h− (n− 1)(n− 2)2〈∇u,∇h〉+ 2
(
(1− t)R− 1

)
e−2uh. (22.41)

Notice that the coefficient h is strictly negative. The maximum principle and linear
theory imply that the linearized operator is invertible. Next, define

S = {t ∈ [0, 1] | there exists a solution ut ∈ C2,α of Ft(ut) = 0}. (22.42)

Since the linearized operator is invertible, the implicit function theorem implies that
S is open. Assume uti is a sequence of solutions with ti → t0 as i → ∞. The
above elliptic estimates imply there exist a constant C4, independent of t, such that
‖uti‖C3,α < C4. By Arzela-Ascoli, there exists ut0 ∈ C2,α and a subsequence {j} ⊂ {i}
such that utj → ut0 strongly in C2,α. The limit ut0 is a solution at time t0. This shows
that S is closed. Since the interval [0, 1] is connected, this implies that S = [0, 1],
and consequently there must exist a solution at t = 1. In the case n = 2, the same
arugment applied to (22.31) yields a similar a priori estimate, and the proof remains
valid.
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23 Lecture 23

23.1 Uniformization I

Proposition 23.1. A Riemann surface (M,J) is equivalent to an oriented conformal
class (M, [g]).

Proof. From elementary complex variables, a holomorphic map is equivalent to an
orientation preserving conformal map, which implies the proposition. Another way
to see this is as follows. A complex structure is a reduction of the structure group of
the frame bundle to GL(1,C) ⊂ GL(2,R). The explicit map is

a+ ib 7→
(
a b
−b a

)
. (23.1)

An oriented conformal class is a reduction to CO(2,R) ⊂ GL(2,R), where

CO(2,R) = R+ × SO(2,R) = {λ · A|λ ∈ R+, A ∈ SO(2,R)}, (23.2)

and it is easy to see that this is the same as image in (23.1).

Theorem 23.1. Any compact oriented Riemann surface M of genus k ≥ 1 is a com-
plex manifold with complex structure given by the Hodge star operator. Furthermore,
there is a unique metric g̃ conformal to g having constant curvature.

Proof. First consider the case of genus k ≥ 2. By the Gauss-Bonnet theorem∫
M

KgdVg = 2πχ(M) = 2π(2− 2k) < 0. (23.3)

We first solve the equation

∆u = −K +
2π

V ol
(2− 2k). (23.4)

By Fredholm theory, this has a smooth solution since the right hand side has zero
mean value. Consider the metric g̃ = e−2ug, From (22.31), the Gauss curvature of g̃
is given by

K̃ = e−2u(∆u+K) = e−2u(
2π

V ol
(2− 2k)) < 0, (23.5)

since k ≥ 2. We have found a conformal metric with strictly negative curvature, so
Proposition 22.6 yields another conformal metric with constant negative curvature.
The maximum principle implies this metric is the unique solution in its conformal
class.

The universal cover of M is isometric to hyperbolic space. We can therefore find a
collection of coordinate charts such that the overlap maps are hyperbolic isometries,
that is, they are in SO(2, 1). These maps are orientation preserving and conformal,
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and therefore holomorphic. Since the Hodge star on 1-forms is conformally invariant
it must be integrable.

For the case k = 1, the equation to be solved is

∆u = −K. (23.6)

By the Gauss-Bonnet Theorem, the right hand side has integral zero. Elementary
Fredholm Theory gives existence of a unique smooth solution. The universal cover
of M is isometric to R2 with the flat metrics. We can therefore find a collection of
coordinate charts such that the overlap maps are Euclidean isometries. As above,
this proves integrability.

Remark 23.1. Since the Nijenhuis tensor N ∈ Λ0,2 ⊗ T 1,0, it vanishes in complex
dimension 1, so any almost complex structure on a Riemann surface is integrable.
However, the integrability of any smooth surface can easily be proved locally as fol-
lows. That is, given any point p on any surface (compact or noncompact), then there
is a locally defined function u : U → R such that g̃ = e−2ug is flat. This amounts to
locally solving ∆u = −K. This can easily be proved by taking the metric in a small
neighborhood of any point and extending the metric to a metric on the torus using a
cutoff function. The result then follows by the k = 1 case in the above theorem.

Notice that the above implies the Uniformization Theorem for genus k ≥ 1:

Corollary 23.1 (Uniformization). Any compact orientable Riemann surface of genus
k ≥ 2 has universal covering biholomorphic to the unit disc. A compact orientable
Riemann surface of genus k = 1 has universal covering biholomorphic to C.

The genus k = 0 case is slightly more difficult, and we will do this case after some
general remarks on conformal geometry.

23.2 Constant curvature

Let g denote the Euclidean metric on Rn, n ≥ 3, and consider conformal metrics
g̃ = e−2ug.

Proposition 23.2. If g̃ is Einstein for n ≥ 3 or constant curvature for n = 2, then
there exists constant a, bi, c, such that

g̃ =
(
a|x|2 + bix

i + c
)−2

g. (23.7)

Proof. For the Schouten tensor, we must have

Ã = ∇2u+ du⊗ du− 1

2
|∇u|2g. (23.8)

Let us rewrite the conformal factor as g̃ = v−2g, that is u = ln v. The equation is
then written

v2Ã = v∇2v − 1

2
|∇v|2g. (23.9)
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Let us assume that g̃ is Einstein, which is equivalent to g̃ having constant curvature.
In this case, we have

Ã =
tr(A)

n
g̃ =

R

2n(n− 1)
v−2g, (23.10)

so we obtain

K

2
g = v∇2v − 1

2
|∇v|2g, (23.11)

where R = n(n− 1)K. The off-diagonal equation is

vij = 0, i 6= j, (23.12)

implies that we may write vi = hi(xi) for some function hi. The diagonal entries say
that

K

2
= vvii −

1

2
|∇v|2. (23.13)

Differentiate this in the xj direction,

0 = vjvii + vviij − vlvlj. (23.14)

If j = i, then we obtain

viii = 0. (23.15)

In terms of h,

(hi)ii = 0. (23.16)

This implies that

hi = aixi + bi, (23.17)

for some constants ai, bi. If j 6= i, then (23.14) is

0 = vj(vii − vjj). (23.18)

This says that ai = aj for i 6= j. This forces v to be of the form

v = a|x|2 + bix
i + c. (23.19)

From conformal invariance of the Weyl, we know that W̃ = 0, so g̃ being Einstein
is equivalent to having constant sectional curvature. The sectional curvature of such
a metric is

K = 2vvii − |∇v|2

= 2(a|x|2 + bix
i + c)2a− |2axi + bi|2

= 4ac− |b|2.
(23.20)
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If K > 0, then the discriminant is negative, so there are no real roots, and v is defined
on all of Rn. The metric

g̃ =
4

(1 + |x|2)2
g (23.21)

represents the round metric with K = 1 on Sn under stereographic projection. If
K < 0 then the solution is defined on a ball, or the complement of a ball, or a half
space. The metric

g̃ =
4

(1− |x|2)2
g (23.22)

is the usual ball model of hyperbolic space, and

g̃ =
1

x2
n

g (23.23)

is the upper half space model of hyperbolic space. If K = 0 and |b| 6= 0, the solution
is defined on all of Rn.

23.3 Conformal transformations

The case K = 0 of this proposition implies the follow theorem of Liouville.

Theorem 23.2 (Liouville). For n ≥ 3, then group of conformal transformations of
Rn is generated by rotations, scalings, translations, and inversions.

Proof. Let T : Rn → Rn be a conformal transformation. Then T ∗g = v−2g for some
positive function v, which says v is a flat metric which is conformal to the Euclidean
metric. By above, we must have v = a|x|2 + bix

i + c, with |b|2 = 4ac. If a = 0, then
v = c, so T is a scaling composed with an isometry. If a 6= 0, then

v =
1

a

∑
i

(axi +
1

2
bi)

2. (23.24)

From this it follows that T is a scaling and inversion composed with an isometry.

We note the following fact: the group of conformal transformations of the round
Sn is isomorphic to the group of isometric of hyperbolic space Hn+1. This is proved
by showing that in the ball model of hyperbolic space, isometries of Hn+1 restrict
to conformal automorphisms of the boundary n-sphere. By identifying Hn+1 with a
component of the unit sphere in Rn,1, one shows that Iso(Hn) = O(n, 1). We have
some special isomorphisms in low dimensions. For n = 1,

SO(2, 1) = PSL(2,R),

SO(3, 1) = PSL(2,C)

SO(5, 1) = PSL(2,H).

(23.25)
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For the first case,

g =

(
a b
c d

)
∈ PSL(2,R) (23.26)

acts upon H2 in the upper half space model by fractional linear transformations

z 7→ az + b

cz + d
, (23.27)

where z satisfies Im(z) > 0. The boundary of H2 is S1, which is identified with
1-dimensional real projective space RP1. The conformal transformations of S1 are

[r1, r2] 7→ [ar1 + br2, cr1 + dr2]. (23.28)

It is left as an exercise to find explicit maps from the groups on the right to the
isometries of hyperbolic space, and conformal transformations of the sphere in the
other two cases.

23.4 Uniformization on S2

Since the conformal group of (S2, gS), where gS is the round metric, is noncompact,
we cannot hope to prove existence of a constant curvature metric by a compactness
argument as in the k ≥ 1 case. However, there is a trick to solve this case using only
linear theory.

Theorem 23.3. If (M, g) is a Riemann surface of genus 0, then g is conformal to
(S2, gS).

Proof. We remove a point p from M , and consider the manifold (M \ {p}, g). We
want to find a conformal factor u : M \ {p} → R such that g̃ = e−2ug is flat. The
equation for this is

∆u = −K. (23.29)

However, by the Gauss-Bonnet theorem, the right hand side has integral 4π, so this
equation has no smooth solution. But we will find a solution u on M \ {p} so that
u = O(log(r)) and r → 0, where r(x) = d(p, x). Let φ be a smooth cutoff function
satisfying

φ =

{
1 r ≤ r0

0 r ≥ 2r0

, (23.30)

and 0 ≤ φ ≤ 1, for r0 very small. Consider the function f = ∆(φ log(r)). Computing
in normal coordinates, near p we have

∆f =
1√

det(g)
∂i(g

ijuj
√

det(g)) =
1√

det(g)
∂r(ur

√
det(g))

= (log(r))′′ + (log(r))′
(
√

det(g))′√
det(g)

.
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But from Theorem 5.1 above (converting to radial coordinates),
√

det(g) = r+O(r3)
as r → 0, so we have

∆f = − 1

r2
+

1

r

(1 +O(r2)

r +O(r3)

)
= − 1

r2
+

1

r2

(1 +O(r2)

1 +O(r2)

)
= O(1) (23.31)

as r → 0.
Next, we compute∫

M

fdV = lim
ε→0

∫
M\B(p,r)

∆(φ log(r))dV = − lim
ε→0

∫
S(p,r)

∂r(log(r))dσ = −2π.

Note the minus sign is due to using the outward normal of the domain M \ B(p, r).
Consequently, we can solve the equation

∆(u) = −2∆(φ log(r))−K, (23.32)

by the Gauss-Bonnet Theorem and Fredholm Theory in L2. Rewriting this as

∆ũ = ∆(u+ 2φ log(r)) = −K. (23.33)

The space (M \{p}, e−2ũg) is therefore isometric to Euclidean space, since it is clearly
complete and simply connected. By the above, we can write

gS =
4

(1 + |x|2)2
e−2ũg = e−2vg. (23.34)

It is easy to see that v is a bounded solution of

∆v +K = e−2v (23.35)

on M \ {p} and extends to a smooth solution on all of M by elliptic regularity.

Corollary 23.2. If (M,J) is a Riemann surface homeomorphic to S2 then it is
biholomorphic to the Riemann sphere (S2, JS).

24 Lecture 24

24.1 Moduli

The Riemann-Roch Theorem for a Riemann surface (M,J) and holomorphic line
bundle E says that

dim(H0(M, E))− dim(H1(M, E)) = d+ 1− k, (24.1)

where d is the the degree of the line bundle, and k is the genus of M . Note the degree
is given by counting the zeroes and poles of any meromorphic section.
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We apply this to E = Θ, the holomorphic tangent bundle. The degree of Θ is
2− 2g which is the Euler characteristic. Note by Serre duality, we have

H1(M,Θ) = H0(M,Θ∗ ⊗Θ∗), (24.2)

so the Riemann-Roch formula becomes

dim(H0(M,Θ))−H0(M,Θ∗ ⊗Θ∗) = d+ 1− k. (24.3)

First consider the case of genus 0. In this case, Θ∗ ⊗ Θ∗ degree −4, so has no
holomorphic section. Riemann-Roch gives

dim(H0(M,Θ)) = 3. (24.4)

This is correct because the complex Lie algebra of holomorphic vector fields is iso-
morphic to the real Lie algebra of conformal vector fields, and the identity component
is

SO(3, 1) = PSL(2,C), (24.5)

which is a 6-dimensional real Lie group.
Next, the case of genus 1. Then the bundles have degree 0, so the space of sections

is 1 dimensional, and Riemann-Roch gives 0 = 0. The moduli space is 1-dimensional.
We get something new for genus k > 1. In this case Θ has negative degree, so has

no holomorphic sections. The Riemann-Roch formula yields

H1(M,Θ) = H0(M,Θ∗ ⊗Θ∗) = −(2− 2k)− 1 + k = 3k − 3, (24.6)

thus the moduli space has complex dimension 3k − 3. Since H2(M,Θ) = 0 and
H0(M,Θ) = 0, it is a smooth manifold of real dimension 6k − 6.

24.2 Kähler metrics

Definition 8. An almost Hermitian manifold is a triple (M, g, J) such that g(JX, JY ) =
g(X, Y ). The triple is called Hermitian if J is integrable.

The fundamental 2-form is denoted by ω(X, Y ) = g(JX, Y ).

Proposition 24.1. Let (M, g, J) be an almost Hermitian manifold. Then

4g((∇XJ)Y, Z) = 6dω(X, JY, JZ)− 6dω(X, Y, Z) + g(N(Y, Z), JX). (24.7)

Proof. Computation.

Corollary 24.1. If (M, g, J) is Hermitian, then dω = 0 if and only if J is parallel.

Definition 9. A triple (M, g, J) is Kähler if J is integrable and dω = 0.
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Proposition 24.2. If (M, g, J) is Kähler, then

Rm(X, Y, Z,W ) = Rm(JX, JY, Z,W ) = Rm(X, Y, JZ, JW ), (24.8)

Ric(X, Y ) = Ric(JX, JY ). (24.9)

Proof. We first claim that

R(X, Y )JZ = J(R(X, Y )Z). (24.10)

To see this,

R(X, Y )JZ = ∇X∇Y (JZ)−∇Y∇X(JZ)−∇[X,Y ]JZ

= J(∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z) = J(R(X, Y )Z),

since J is parallel. Next,

Rm(JX, JY, U, V ) = −g(R(JX, JY )U, V ) = −g(R(U, V )JX, JY )

= −g(JR(JX, JY ),−Y ) = Rm(X, Y, U, V ),

and the others are proved similarly.

24.3 Representations of U(2)

Since U(2) ⊂ SO(4), we can see what happens to the curvature tensor decomposition
in dimension 4 when we restrict to U(2). Some representations which are irreducible
for SO(4) become reducible when restricted to U(2). Under SO(4), we have

Λ2T ∗ = Λ2
+ ⊕ Λ2

−, (24.11)

but under U(2), we have the decomposition

Λ2T ∗ = (Λ2,0 ⊕ Λ0,2)⊕ Λ1,1. (24.12)

Notice that these are the complexifications of real vector spaces. The first is of
dimension 2, the second is of dimension 4. Let ω denote the 2-form ω(X, Y ) =
g(J0X, Y ). This yields the orthogonal decomposition

Λ2T ∗ = (Λ2,0 ⊕ Λ0,2)⊕ R · ω ⊕ Λ1,1
0 , (24.13)

where Λ1,1
0 ⊂ Λ1,1 is the orthogonal complement of the span of ω, and is therefore

2-dimensional (the complexification of which is the space of primitive (1, 1)-forms).

Proposition 24.3. Under U(2), we have the decomposition

Λ2
+ = R · ω ⊕ (Λ2,0 ⊕ Λ0,2) (24.14)

Λ2
− = Λ1,1

0 . (24.15)
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Proof. We can choose an oriented orthonormal basis of the form

{e1, e2 = Je1, e3, e4 = Je3}. (24.16)

Let {e1, e2, e3, e4} denote the dual basis. The space of (1, 0) forms, Λ1,0 has generators

θ1 = e1 + ie2, θ2 = e3 + ie4. (24.17)

We have

ω =
i

2
(θ1 ∧ θ1

+ θ2 ∧ θ2
)

=
i

2

(
(e1 + ie2) ∧ (e1 − ie2) + (e3 + ie4) ∧ (e3 − ie4)

)
= e1 ∧ e2 + e3 ∧ e4 = ω1

+.

(24.18)

Similarly, we have

i

2
(θ1 ∧ θ1 − θ2 ∧ θ2

) = e1 ∧ e2 − e3 ∧ e4 = ω1
−, (24.19)

so ω1
− is of type (1, 1), so lies in Λ1,1

0 . Next,

θ1 ∧ θ2 = (e1 + ie2) ∧ (e3 + ie4)

= (e1 ∧ e3 − e2 ∧ e4) + i(e1 ∧ e4 + e2 ∧ e3)

= ω2
+ + iω3

+.

(24.20)

Solving, we obtain

ω2
+ =

1

2
(θ1 ∧ θ2 + θ

1 ∧ θ2
), (24.21)

ω3
+ =

1

2i
(θ1 ∧ θ2 − θ1 ∧ θ2

), (24.22)

which shows that ω2
+ and ω3

+ are in the space Λ2,0 ⊕ Λ0,2. Finally,

θ1 ∧ θ2
= (e1 + ie2) ∧ (e3 − ie4)

= (e1 ∧ e3 + e2 ∧ e4) + i(−e1 ∧ e4 + e2 ∧ e3)

= ω2
− − iω3

−,

(24.23)

which shows that ω2
− and ω3

− are in the space Λ1,1
0 .

Corollary 24.2. If (M, g) is Kähler, then

b+
2 = 1 + 2b2,0, (24.24)

b−2 = b1,1 − 1, (24.25)

τ = b+
2 − b−2 = 2 + 2b2,0 − b1,1. (24.26)
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Proof. This follows from Proposition 24.3, and Hodge theory on Kähler manifolds,
see [GH94].

Proposition 24.4. If (M, g) is Kähler, then W+ is determined by the scalar curva-
ture. More explicitly, letting ω denote the Kähler form, and {ω, ω2

+, ω
3
+} be an ONB

of Λ2
+, we have

W+ω =
R

6
ω, (24.27)

W+ω2
+ = −R

12
ω2

+, (24.28)

W+ω3
+ = −R

12
ω3

+. (24.29)

Equivalently, we may write

W+ =
R

12
(3ω � ω − I). (24.30)

Proof. From Proposition 24.2, we have

R ∈ S2(Λ1,1). (24.31)

Since ω2
+ and ω3

+ are in Λ2,0 ⊕ Λ0,2, which is orthogonal to the space of (1, 1)-forms,
they must be annihilated by W+ + R

12
I. The first identity then follows since W+ is

traceless.

Corollary 24.3. In the above basis, the curvature tensor of a Kähler 4-manifold has
the form

R =



R
4

0 0
0 0 0
0 0 0

 ρ1 ρ2 ρ3

0 0 0
0 0 0


ρ1 0 0
ρ2 0 0
ρ3 0 0

 W−


. (24.32)

Proof. This follows since Ric is a real (1, 1)-form.

24.4 A Weitzenbock formula

Instead of invoking the traceless condition on W+, we can directly prove the first
identity as follows. Recall the definition of W :

Wijkl = Rijkl −
1

n− 2
(Rikgjl −Rjkgil −Rilgjk +Rjlgik)

+
1

(n− 1)(n− 2)
R(gikgjl − gjkgil).

(24.33)
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Commute covariant derivatives

∇i∇jωkl = ∇j∇iωkl −R p
ijk ωpl −R

p
ijl ωkp. (24.34)

Since the Kähler form is parallel, we have the identity

R p
ijk ωpl +R p

ijl ωkp = 0. (24.35)

Let us trace this on i and k,

0 = gik(R p
ijk ωpl +R p

ijl ωkp)

= gikgpm(Rijmkωpl +Rijmlωkp

= −gpmRjmωpl + gikgpmRijmlωkp.

(24.36)

Skew this identity in j and l to obtain

0 = −gpmRjmωpl + gpmRlmωpj + gikgpmRijmlωkp − gikgpmRilmjωkp

= −Rp
jωpl +Rp

l ωpj + gikgpm(Rijml +Riljm)ωkp.
(24.37)

By the algebraic Bianchi identity,

Rijml +Rimlj +Riljm = 0, (24.38)

so finally we have the identity

0 = −Rp
jωpi +Rp

iωpj −Rijklω
kl. (24.39)

Let us now work in an ONB. This identity is

Rijklωkl = Ripωpj −Rjpωpi. (24.40)

Using (24.33), we have

Wijklωkl = Ripωpj −Rjpωpi −
1

n− 2
(Ripωpj −Rjpωpi −Ripωjp +Rjpωip)

+
1

(n− 1)(n− 2)
Rωij

=
n− 4

n− 2
(Ripωpj −Rjpωpi) +

2

(n− 1)(n− 2)
Rωij.

(24.41)

We conclude that for n = 4,

Wijklωkl =
R

3
ωij, (24.42)

which implies that

W+ω =
R

6
ω. (24.43)

Note that this argument works for any parallel 2-form ω.
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24.5 Connections

On any Riemannian vector bundle E with a connection, we can consider the following
sequence

E
∇→ T ∗ ⊗ E d∇→ Λ2(T ∗)⊗ E, (24.44)

where the first mapping is just covariant differentation, and the second mapping is
defined by

d∇(α⊗ σ) = dα⊗ σ − α ∧∇σ. (24.45)

It is easy to see that

(d∇ ◦ ∇)σ = Ω(σ), (24.46)

where Ω is the curvature 2-form with values in End(E), defined by

Ω(X, Y )σ = ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ. (24.47)

Letting Λp(E) = Γ(Λp ⊗ E), this extends to a mapping d∇ : Λp(E) → Λp+1(E) by
the formula

dα(X0, . . . , Xr) =
∑

(−1)j∇Xjα(X0, . . . , X̂j, . . . , Xr)

+
∑
i<j

(−1)i+jα([Xi, Xj], X0, . . . , X̂i, . . . , X̂j, . . . , Xr).
(24.48)

This has the property that

d∇(ω ⊗ σ) = dω ⊗ σ + (−1)pω ∧ d∇σ, (24.49)

and we have the property

(d∇ ◦ d∇)σ = Ω ∧ σ. (24.50)

The differential Bianchi identity takes the form

d∇Ω = 0. (24.51)

25 Lecture 25

25.1 Integration and adjoints

If T is an (r, s)-tensor, we define the divergence of T , div T to be the (r, s− 1) tensor

(div T )(Y1, . . . , Ys−1) = tr
(
X → ](∇T )(X, ·, Y1, . . . , Ys−1)

)
, (25.1)
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that is, we trace the covariant derivative on the first two covariant indices. In coor-
dinates, this is

(div T )i1...irj1...js−1
= gij∇iT

i1...ir
jj1...js−1

. (25.2)

If X is a vector field, define

(div X) = tr(∇X), (25.3)

which is in coordinates

div X = δij∇iX
j = ∇jX

j. (25.4)

For vector fields and 1-forms, these two are of course closely related:

Proposition 25.1. For a vector field X,

div X = div ([X). (25.5)

Proof. We compute

div X = δij∇iX
j

= δij∇ig
jlXl

= δijg
jl∇iXl

= gil∇iXl = div ([X).

(25.6)

If M is oriented, we define the Riemannian volume element dV to be the oriented
unit norm element of Λn(T ∗Mx). Equivalently, if ω1, . . . ωn is a positively oriented
ONB of T ∗Mx, then

dV = ω1 ∧ · · · ∧ ωn. (25.7)

In coordinates,

dV =
√

det(gij)dx
1 ∧ · · · ∧ dxn. (25.8)

Recall the Hodge star operator ∗ : Λp → Λn−p defined by

α ∧ ∗β = 〈α, β〉dVx, (25.9)

where α, β ∈ Λp.

Proposition 25.2. (i) The Hodge star is an isometry from Λp to Λn−p.
(ii) ∗(ω1 ∧ · · · ∧ ωp) = ωp+1 ∧ · · · ∧ ωn if ω1, . . . ωn is a positively oriented ONB of
T ∗Mx. In particular, ∗1 = dV , and ∗dV = 1.
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(iii) On Λp, ∗2 = (−1)p(n−p).
(iv) For α, β ∈ Λp,

〈α, β〉 = ∗(α ∧ ∗β) = ∗(β ∧ ∗α). (25.10)

(v) If {ei} and {ωi} are dual ONB of TxM , and T ∗xM , respectively, and α ∈ Λp, then

∗(ωj ∧ α) = (−1)piej(∗α), (25.11)

where iX : Λp → Λp−1 is interior multiplication defined by

iXα(X1, . . . , Xp) = α(X,X1, . . . , Xp). (25.12)

Proof. The proof is left to the reader.

Remark 25.1. In general, locally there will be two different Hodge star operators,
depending upon the two different choices of local orientation. Each will extend to a
global Hodge star operator if and only if M is orientable. However, one can still
construct global operators using the Hodge star, even if M is non-orientable, an
example of which will be the Laplacian.

We next give a formula relating the exterior derivative and covariant differentia-
tion.

Proposition 25.3. The exterior derivative d : Ωp → Ωp+1 is given by

dω(X0, . . . , Xp) =

p∑
i=0

(−1)j(∇Xjω)(X0, . . . , X̂j, . . . , Xp), (25.13)

(the notation means that the X̂j term is omitted). That is, the exterior derivative dω
is the skew-symmetrization of ∇ω, we write dω = Sk(∇ω). If {ei} and {ωi} are dual
ONB of TxM , and T ∗xM , then this may be written

dω =
∑
i

ωi ∧∇eiω. (25.14)

Proof. Recall the formula for the exterior derivative [War83, Theorem ?],

dω(X0, . . . , Xp) =

p∑
j=0

(−1)jXj

(
ω(X0, . . . , X̂j, . . . , Xp)

)
+
∑
i<j

(−1)i+jω([Xi, Xj], X0, . . . , X̂i, . . . , X̂j, . . . , Xp).

(25.15)

Since both sides of the equation (25.13) are tensors, we may assume that [Xi, Xj]x = 0,
at a fixed point x. Since the connection is Riemannian, we also have ∇XiXj(x) = 0.
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We then compute at the point x.

dω(X0, . . . , Xp)(x) =

p∑
j=0

(−1)jXj

(
ω(X0, . . . , X̂j, . . . , Xp)

)
(x)

=

p∑
j=0

(−1)j(∇Xjω)(X0, . . . , X̂j, . . . , Xp)(x),

(25.16)

using the definition of the covariant derivative. This proves the first formula. For the
second, note that

∇Xjω = ∇(Xj)ieiω =
n∑
i=1

ωi(Xj) · (∇eiω), (25.17)

so we have

dω(X0, . . . , Xp)(x) =

p∑
j=0

(−1)j
n∑
i=1

ωi(Xj) · (∇eiω)(X0, . . . , X̂j, . . . , Xp)(x)

=
∑
i

(ωi ∧∇eiω)(X0, . . . , Xp)(x).

(25.18)

Proposition 25.4. For a vector field X,

∗(div X) = (div X)dV = d(iXdV ) = LX(dV ). (25.19)

Proof. Fix a point x ∈ M , and let {ei} be an orthonormal basis of TxM . In a small
neighborhood of x, parallel translate this frame along radial geodesics. For such a
frame, we have ∇eiej(x) = 0. Such a frame is called an adapted moving frame field
at x. Let {ωi} denote the dual frame field. We have

LX(dV ) = (diX + iXd)dV = d(iXdV )

=
∑
i

ωi ∧∇ei

(
iX(ω1 ∧ · · · ∧ ωn)

)
=
∑
i

ωi ∧∇ei

(
(−1)j−1

n∑
j=1

ωj(X)ω1 ∧ · · · ∧ ω̂j ∧ · · · ∧ ωn
)

=
∑
i,j

(−1)j−1ei
(
ωj(X)

)
ωi ∧ ω1 ∧ · · · ∧ ω̂j ∧ · · · ∧ ωn

=
∑
i

ωi(∇eiX)dV

= (div X)dV = ∗(div X).

(25.20)
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Corollary 25.1. Let (M, g) be compact, orientable and without boundary. If X is a
C1 vector field, then ∫

M

(div X)dV = 0. (25.21)

Proof. Using Stokes’ Theorem and Proposition 25.4,∫
M

(div X)dV =

∫
d(iXdV ) =

∫
∂M

ixdV = 0. (25.22)

Using this, we have an integration formula for (r, s)-tensor fields.

Corollary 25.2. Let (M, g) be as above, T be an (r, s)-tensor field, and S be a
(r, s+ 1) tensor field. Then∫

M

〈∇T, S〉dV = −
∫
M

〈T, div S〉dV. (25.23)

Proof. Let us view the inner product 〈T, S〉 as a 1-form ω. In coordinates

ω = 〈T, S〉 = T j1...jsi1...ir
Si1...irjj1...js

dxj. (25.24)

Note the indices on T are reversed, since we are taking an inner product. Taking the
divergence, since g is parallel we compute

div (〈T, S〉) = ∇j(T j1...jsi1...ir
Si1...irjj1...js

)

= ∇j(T j1...jsi1...ir
)Si1...irjj1...js

+ T j1...jsi1...ir
∇jSi1...irjj1...js

= 〈∇T, S〉+ 〈T, div S〉.
(25.25)

The result then follows from Proposition 25.1 and Corollary 25.1.

Remark 25.2. Some authors define ∇∗ = −div, for example [Pet06].

Recall the adjoint of d, δ : Ωp → Ωp−1 defined by

δω = (−1)n(p+1)+1 ∗ d ∗ ω. (25.26)

Proposition 25.5. The operator δ is the L2 adjoint of d,∫
M

〈δα, β〉dV =

∫
M

〈α, dβ〉dV, (25.27)

where α ∈ Ωp(M), and β ∈ Ωp−1(M).
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Proof. We compute∫
M

〈α, dβ〉dV =

∫
M

dβ ∧ ∗α

=

∫
M

(
d(β ∧ ∗α) + (−1)pβ ∧ d ∗ α

)
=

∫
M

(−1)p+(n−p+1)(p−1)β ∧ ∗ ∗ d ∗ α

=

∫
M

〈β, (−1)n(p+1)+1 ∗ d ∗ α〉dV

=

∫
M

〈β, δα〉dV.

(25.28)

Proposition 25.6. On Ωp, δ = −div.

Proof. Let ω ∈ Ωp. Fix x ∈M , and dual ONB {ei} and {ωi}. We compute at x,

(div ω)(x) =
∑
j

iej∇ejω

=
∑
j

(−1)p(n−p)
(
iej
(
∗ ∗(∇ejω)

))
= (−1)p(n−p)

∑
j

(−1)n−p ∗ (ωj ∧ ∗∇ejω)

= (−1)(p+1)(n−p)
∑
j

∗
(
ωj ∧∇ej(∗ω)

)
= (−1)n(p+1)(∗d ∗ ω)(x).

(25.29)

Remark 25.3. Formula (25.6) requires a bit of explanation. The divergence is defined
on tensors, while δ is defined on differential forms. What we mean is defined on the
first line of (25.29), where the covariant derivative is the induced covariant derivative
on forms.

An alternative proof of the proposition could go as follows.∫
M

〈α, δβ〉dV =

∫
M

〈dα, β〉dV

=

∫
M

〈Sk(∇α), β〉dV

=

∫
M

〈∇α, β〉dV

=

∫
M

〈α,−div β〉dV.

(25.30)

Thus both δ and −div are L2 adjoints of d. The result then follows from uniqueness
of the L2 adjoint.
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26 Lecture 26

26.1 Bochner and Weitzenböck formulas

For T an (r, s)-tensor, the rough Laplacian is given by

∆T = div ∇T . (26.1)

For ω ∈ Ωp we define the Hodge laplacian ∆H : Ωp → Ωp by

∆Hω = (dδ + δd)ω. (26.2)

We say a p-form is harmonic if it is in the kernel of ∆H .

Proposition 26.1. For T and S both (r, s)-tensors,∫
M

〈∆T, S〉dV = −
∫
M

〈∇T,∇S〉dV =

∫
M

〈T,∆S〉dV. (26.3)

For α, β ∈ Ωp, ∫
M

〈∆Hα, β〉dV =

∫
M

〈α,∆Hβ〉dV. (26.4)

Proof. Formula (26.3) is an application of (26.1) and Corollary (25.2). For the second,
from Proposition 25.5,∫

M

〈∆Hα, β〉dV =

∫
M

〈(dδ + δd)α, β〉dV

=

∫
M

〈dδα, β〉dV +

∫
M

〈δdα, β〉dV

=

∫
M

〈δα, δβ〉dV +

∫
M

〈dα, dβ〉dV

=

∫
M

〈α, dδβ〉dV +

∫
M

〈α, δdβ〉dV

=

∫
M

〈α,∆Hβ〉dV.

(26.5)

Note that ∆ maps alternating (0, p) tensors to alternating (0, p) tensors, therefore
it induces a map ∆ : Ωp → Ωp (note that on [Poo81, page 159] it is stated that
the rough Laplacian of an r-form is in general not an r-form, but this seems to be
incorrect). On p-forms, ∆ and ∆H are two self-adjoint linear second order differential
operators. How are they related? Consider the case of 1-forms.

Proposition 26.2. Let ω ∈ Ω1(M). If dω = 0, then

∆ω = −∆H(ω) +RcT (ω). (26.6)
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Proof. In Proposition ?? above, we showed that on functions,

∆df = d∆f +RcT (df). (26.7)

But on functions, ∆f = −∆Hf . Clearly ∆H commutes with d, so we have

∆(df) = −∆H(df) +RcT (df). (26.8)

Given any closed 1-form ω, by the Poincaré Lemma, we can locally write ω = df for
some function f . This proves the formula.

Corollary 26.1. If (M, g) has non-negative Ricci curvature, then any harmonic 1-
form is parallel. In this case b1(M) ≤ n. If, in addition, Rc is positive definite at
some point, then any harmonic 1-form is trivial. In this case b1(M) = 0.

Proof. Formula (26.6) is

∆ω = RcT (ω). (26.9)

Take inner product with ω, and integrate∫
M

〈∆ω, ω〉 = −
∫
M

|∇ω|2dV =

∫
M

Ric(]ω, ]ω)dV (26.10)

This clearly implies that ∇ω ≡ 0, thus ω is parallel. If in addition Rc is strictly
positive somewhere, ω must vanish identically. The conclusion on the first Betti
number follows from the Hodge Theorem.

We next generalize this to p-forms.

Definition 10. For ω ∈ Ωp, we define a (0, p)-tensor field ρω by

ρω(X1, . . . , Xp) =
n∑
i=1

p∑
j=1

(
RΛp(ei, Xj)ω

)
(X1, . . . , Xj−1, ei, Xj+1, . . . , Xp), (26.11)

where {ei} is an ONB at x ∈M .

Remark 26.1. Recall what this means. The Riemannian connection induces a met-
ric connection in the bundle Λp(T ∗M). The curvature of this connection therefore
satisfies

RΛp ∈ Γ
(

Λ2(T ∗M)⊗ so(Λp(T ∗M))
)
. (26.12)

We leave it to the reader to show that (26.11) is well-defined.

The relation between the Laplacians is given by
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Theorem 26.1. Let ω ∈ Ωp. Then

∆Hω = −∆ω + ρω. (26.13)

We also have the formula

〈∆Hω, ω〉 =
1

2
∆H |ω|2 + |∇ω|2 + 〈ρω, ω〉. (26.14)

Proof. Take ω ∈ Ωp, and vector fields X, Y1, . . . , Yp. We compute

(∇ω − dω)(X, Y1, . . . , Yp) = (∇Xω)(Y1, . . . , Yp)− dω(X, Y1, . . . , Yp) (26.15)

=

p∑
j=1

(∇Yjω)(Y1, . . . , Yj−1, X, Yj+1, . . . , Yp), (26.16)

using Proposition 25.3. Fix a point x ∈ M . Assume that (∇Yj)x = 0, by parallel
translating the values of Yj at x. Also take ei to be an adapted moving frame at p.
Using Proposition 25.6, we compute at x

(div ∇ω + δdµ)(Y1, . . . , Yp) = div (∇ω − dω)(Y1, . . . , Yr)

=
n∑
i=1

(
∇ei(∇ω − dω)

)
(ei, Y1, . . . , Yp)

=
n∑
i=1

(
ei(∇ω − dω)

)
(ei, Y1, . . . , Yp)

=
n∑
i=1

p∑
j=1

ei

(
(∇Yjω)(Y1, . . . , Yj−1, ei, Yj+1, . . . , Yp)

=
n∑
i=1

p∑
j=1

(∇ei∇Yjω)(Y1, . . . , Yj−1, ei, Yj+1, . . . , Yp)

(26.17)

We also have

dδω(Y1, . . . , Yp) =

p∑
j=1

(−1)j+1(∇Yjδω)(Y1, . . . , Ŷj, . . . , Yp)

=

p∑
j=1

(−1)jYj

(
n∑
i=1

(∇eiω)(ei, Y1, . . . , Ŷj, . . . , Yp)

)

= −
n∑
i=1

p∑
j=1

(∇Yj∇eiω)(Y1, . . . , Yj−1, ei, Yj+1, . . . , Yp).

(26.18)

The commutator [ei, Yj](x) = 0, since ∇eiYj(x) = 0, and ∇Yjei(x) = 0, by our choice.
Consequently,

(∆Hω + ∆ω)(Y1, . . . , Yp) = (∆Hω + div ∇ω)(Y1, . . . , Yp) = ρω(Y1, . . . , Yp). (26.19)
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This proves (26.13). For (26.14), we compute at x

div ∇ω(Y1, . . . , Yp) =
∑
i

∇ei(∇ω)(e1, Y1, . . . , Yp)

=
∑
i

ei(∇eiω)(Y1, . . . , Yp)

=
∑
i

(∇ei∇eiω)(Y1, . . . , Yp).

(26.20)

Next, again at x,

〈−div∇ω, ω〉 = −
∑
i

〈∇ei∇eiω, ω〉

= −
∑
i

ei (〈∇eiω, ω〉 − 〈∇eiω,∇eiω〉)

= −1

2

∑
i

(eiei|ω|2) + |∇ω|2

=
1

2
∆H |ω|2 + |∇ω|2.

(26.21)

Remark 26.2. The rough Laplacian is therefore “roughly” the Hodge Laplacian, up
to curvature terms. Note also in (26.14), the norms are tensor norms, since the right
hand side has the term |∇ω|2 and ∇ω is not a differential form. We are using (1.19)
to identify forms and alternating tensors.

27 Lecture 27

27.1 Manifolds with positive curvature operator

We begin with a general property of curvature in exterior bundles.

Proposition 27.1. Let ∇ be a connection in a vector bundle π : E →M . As before,
extend ∇ to a connection in Λp(E) by defining it on decomposable elements

∇X(s1 ∧ · · · ∧ sp) =

p∑
i=1

s1 ∧ · · · ∧ ∇Xsi ∧ · · · ∧ sp. (27.1)

For vector fields X, Y , RΛp(E)(X, Y ) ∈ End(Λp(E)) acts as a derivation

RΛp(E)(X, Y )(s1 ∧ · · · ∧ sp) =

p∑
i=1

s1 ∧ · · · ∧ R∇(X, Y )(si) ∧ · · · ∧ sp. (27.2)
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Proof. We prove for p = 2, the case of general p is left to the reader. Since this is a
tensor equation, we may assume that [X, Y ] = 0. We compute

RΛ2(E)(X, Y )(s1 ∧ s2) = ∇X∇Y (s1 ∧ s2)−∇Y∇X(s1 ∧ s2)

= ∇X

(
(∇Y s1) ∧ s2 + s1 ∧ (∇Y s2)

)
−∇Y

(
(∇Xs1) ∧ s2 + s1 ∧ (∇Xs2)

)
= (∇X∇Y )s1 ∧ s2 +∇Y s1 ∧∇Xs2 +∇Xs1 ∧∇Y s2 + s1 ∧ (∇X∇Y )s2

− (∇Y∇X)s1 ∧ s2 −∇Xs1 ∧∇Y s2 −∇Y s1 ∧∇Xs2 − s1 ∧ (∇Y∇X)s2

=
(
R∇(X, Y )(s1)

)
∧ s2 + s1 ∧

(
R∇(X, Y )(s2)

)
.

(27.3)

We apply this to the bundle E = Λp(T ∗M). Recall for a 1-form ω,

∇i∇jωl = ∇j∇iωl −R k
ijl ωk. (27.4)

In other words,

(R(∂i, ∂j)ω)l = −R k
ijl ωk, (27.5)

where the left hand side means the curvature of the connection in T ∗M , but the right
hand side is the Riemannian curvature tensor. For a p-form ω ∈ Ωp, with components
ωi1...ip , Proposition 27.1 says that(

RΛp(eα, eβ)ω
)
i1...ip

= −
p∑

k=1

R l
αβik

ωi1...ik−1lik+1...ip , (27.6)

where the left hand side now means the curvature of the connection in Λp(T ∗M).
Next, we look at ρω in coordinates. It is written

(ρω)ii...ip = gαl
p∑
j=1

(
RΛp(∂α, ∂ij)ω

)
i1...ij−1lij+1...ip

. (27.7)

Using (27.6), we may write ρω as

(ρω)ii...ip = −gαl
p∑
j=1

p∑
k=1,k 6=j

R m
αijik

ωi1...ij−1lij+1...ik−1mik+1...ip

− gαl
p∑
j=1

R m
αij l

ωi1...ij−1mij+1...ip

(27.8)

Let us rewrite the above formula in an orthonormal basis,

(ρω)ii...ip = −
n∑

l,m=1

p∑
j=1

p∑
k=1,k 6=j

Rlijmikωi1...ij−1lij+1...ik−1mik+1...ip

+
n∑

m=1

p∑
j=1

Rijmωi1...ij−1mij+1...ip .

(27.9)
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Using the algebraic Bianchi identity (1.51), this is

Rlijmik +Rlmikij +Rlikijm = 0, (27.10)

which yields

Rlijmik −Rmij lik = Rlmijik . (27.11)

Substituting into (27.9) and using skew-symmetry,

(ρω)ii...ip = −1

2

n∑
l,m=1

p∑
j=1

p∑
k=1,k 6=j

(Rlijmik −Rmij lik)ωi1...ij−1lij+1...ik−1mik+1...ip

+
m∑
m=1

p∑
j=1

Rijmωi1...ij−1mij+1...ip

= −1

2

n∑
l,m=1

p∑
j=1

p∑
k=1,k 6=j

Rlmijikωi1...ij−1lij+1...ik−1mik+1...ip

+
m∑
m=1

p∑
j=1

Rijmωi1...ij−1mij+1...ip .

(27.12)

Theorem 27.1. If (Mn, g) is closed and has non-negative curvature operator, then
any harmonic form is parallel. In this case, b1(M) ≤

(
n
k

)
. If in addition, the curvature

operator is positive definite at some point, then any harmonic p-form is trivial for
p = 1 . . . n− 1. In this case, bp(M) = 0 for p = 1 . . . n− 1.

Proof. Let ω be a harmonic p-form. Integrating the Weitzenböck formula (26.14), we
obtain

0 =

∫
M

|∇ω|2dV +

∫
M

〈ρω, ω〉dV. (27.13)

It turns out the the second term is positive if the manifold has positive curvature
operator [Poo81, Chapter 4], [Pet06, Chapter 7]. Thus |∇ω| = 0 everywhere, so ω
is parallel. A parallel form is determined by its value at a single point, so using the
Hodge Theorem, we obtain the first Betti number estimate. If the curvature operator
is positive definite at some point, then we see that ω must vanish at that point, which
implies the second Betti number estimate. Note this only works for p = 1 . . . n − 1,
since ρω is zero in these cases.

This says that all of the real cohomology of a manifold with positive curvature
operator vanishes except for Hn and H0. We say that M is a rational homology
sphere (which necessarily has χ(M) = 2). If M is simply-connected and has positive
curvature operator, then is M diffeomorphic to a sphere? In dimension 3 this was
answered affirmatively by Hamilton in [Ham82]. Hamilton also proved the answer is
yes in dimension 4 [Ham86]. Very recently, Böhm and Wilking have shown that the
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answer is yes in all dimensions [BW06]. The technique is using the Ricci flow, which
we will discuss shortly.

We also mention that recently, Brendle and Schoen have shown that manifolds
with 1/4-pinched curvature are diffeomorphic to space forms, again using the Ricci
flow. If time permits, we will also discuss this later [BS07].

Remark 27.1. On 2-forms, the Weitzenböck formula is

(∆Hω)ij = −(∆w)ij −
∑
l,m

Rlmijωlm +
∑
m

Rimωmj +
∑
m

Rjmωim. (27.14)

Through a careful analysis of the curvature terms, M. Berger was able to prove a van-
ishing theorem for H2(M,R) provided that the sectional curvature is pinched between
1 and 2(n− 1)/(8n− 5) [Ber60].
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