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Chapter 1

Introduction

1.1 Quantum field theory

In quantum field theory the theories of quantum mechanics and special relativity are united. In
quantum mechanics a special role is played by Planck’s constant h, usually given divided by 2,

h = h/2m 1.054 571 68 (18) x 10734 J s

6.582 119 15 (56) x 10722 MeV s. (1.1)

In the limit that the action S is much larger than A, S > h, quantum effects do not play a role
anymore and one is in the classical domain. In special relativity a special role is played by the velocity
of light c,

c = 299792458 m st (1.2)

In the limit that v < ¢ one reaches the non-relativistic domain.

In the framework of classical mechanics as well as quantum mechanics the position of a particle
is a well-defined concept and the position coordinates can be used as dynamical variables in the
description of the particles and their interactions. In quantum mechanics, the position can in principle
be determined at any time with any accuracy, being eigenvalues of the position operators. One can
talk about states |r) and the wave function ¥ (r) = (r||[v)). In this coordinate representation the
position operators 7, simply acts as

Top (1) = T(7). (1.3)

The uncertainty principle tells us that in this representation the momenta cannot be fully determined.
Corresponding position and momentum operators do not commute. They satisfy the well-known
(canonical) operator commutation relations

[Ti,pj] = ih(sij, (14)

where d;; is the Kronecker ¢ function. Indeed, the action of the momentum operator in the coordinate
representation is not as simple as the position operator. It is given by

Pop¥(r) = —ihVi(r). (1.5)

One can also choose a representation in which the momenta of the particles are the dynamical variables.
The corresponding states are |p) and the wave functions 1 (p) = (p||¢) are the Fourier transforms of
the coordinate space wave functions,

0w = [ e (pper) vl (16)
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and

v = [l oo (70-7) it (17)
(27h)3 h ' ’

The existence of a limiting velocity, however, leads to new fundamental limitations on the possible

measurements of physical quantities. Let us consider the measurement of the position of a particle.

This position cannot be measured with infinite precision. Any device that wants to locate the position

of say a particle within an interval Az will contain momentum components p  i/Ax. Therefore if

we want Az < li/me (where m is the rest mass of the particle), momenta of the order p o mc and

energies of the order E o mc? are involved. It is then possible to create a particle - antiparticle pair

and it is no longer clear of which particle we are measuring the position. As a result, we find that the
original particle cannot be located better than within a distance i/me, its Compton wavelength,

Az > i (1.8)
me
For a moving particle mc? — E (or by considering the Lorentz contraction of length) one has Az >
he/E. If the particle momentum becomes relativistic, one has E & pc and Ax > hi/p, which says that
a particle cannot be located better than its de Broglie wavelength.
Thus the coordinates of a particle cannot act as dynamical variables (since these must have a precise
meaning).

Some consequences are that only in cases where we restrict ourselves to distances > i/me, the
concept of a wave function becomes a meaningful (albeit approximate) concept. For a massless particle
one gets Az > h/p = A\/2m, i.e. the coordinates of a photon only become meaningful in cases where
the typical dimensions are much larger than the wavelength.

For the momentum or energy of a particle we know that in a finite time At, the energy uncertainty
is given by AE > h/At. This implies that the momenta of particles can only be measured exactly
when one has an infinite time available. For a particle in interaction, the momentum changes with time
and a measurement over a long time interval is meaningless. The only case in which the momentum
of a particle can be measured exactly is when the particle is free and stable against decay. In this case
the momentum is conserved and one can let At become infinitely large.

The result thus is that the only observable quantities that can serve as dynamical coordinates are
the momenta (and further the internal degrees of freedom like polarizations, ...) of free particles.
These are the particles in the initial and final state of a scattering process. The theory will not give
an observable meaning to the time dependence of interaction processes. The description of such a
process as occurring in the course of time is just as unreal as classical paths are in non-relativistic
quantum mechanics.

The main problem in Quantum Field Theory is to determine the probability amplitudes be-
tween well-defined initial and final states of a system of free particles. The set of such amplitudes
(P}, ph; out|py, Ps; in) = (P}, Ph; in|S|py,ps; in) determines the scattering matriz or S-matrix.

Another point that needs to be emphasized is the meaning of particle in the above context. Actu-
ally, the better name might be ’degree of freedom’. If the energy is low enough to avoid excitation of
internal degrees of freedom, an atom is a perfect example of a particle. In fact, it is the behavior under
Poincaré transformations or in the limit v < ¢ Gallilei transformations that determine the description
of a particle state, in particular the free particle state.

1.2 Units

It is important to choose an appropriate set of units when one considers a specific problem, because
physical sizes and magnitudes only acquire a meaning when they are considered in relation to each
other. This is true specifically for the domain of atomic, nuclear and high energy physics, where
the typical numbers are difficult to conceive on a macroscopic scale. They are governed by a few
fundamental units and constants, which have been discussed in the previous section, namely A and
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c. By making use of these fundamental constants, we can work with less units. For instance, the
quantity c is used to define the meter. We could as well have set ¢ = 1. This would mean that one of
the two units, meter or second, is eliminated, e.g. given a length [ the quantity I/c has the dimension
of time and one finds 1 m = 0.33 x 10~® s or eliminating the second one would use that, given a time
t, the quantity ct has dimension of length and hence 1 s = 3 x 10% m.

Table 1.1: Physical quantities and their canonical dimensions d, determining units (energy)?.

quantity quantity with dimension canonical
dimension energy? dimension d

time ¢ t/h (energy) ! -1
length [ 1/(he) (energy) ! -1
energy E (energy)?! 1
momentum p pc (energy)* 1
angular momentum ¢ l/h (energy)® 0
mass m mc? (energy)* 1
area A A/(hc)? (energy) 2 -2
force F Fhe (energy)? 2
charge (squared) e? a = e?/4neq he (energy)® 0
Newton’s constant G n Gn/(hcP) (energy) 2 -2
velocity v v/c (energy)® 0

In field theory, it turns out to be convenient to work with units such that 7 and c are set to one.
All length, time and energy or mass units then can be expressed in one unit and powers thereof, for
which one can use energy (see table 1.1). The elementary unit that is most relevant depends on the
domain of applications, e.g. the eV for atomic physics, the MeV or GeV for nuclear physics and the
GeV or TeV for high energy physics. To convert to other units of length or time we use appropriate
combinations of & and c, e.g. for lengths

he = 0.197 326 968 (17) GeV fm (1.9)

or for order of magnitude estimates iic &~ 0.2 GeV fm = 200 eV nm, implying (when i = ¢ = 1) that
1fm = 107" m ~ 5 GeV~!. For areas, e.g. cross sections, one needs

R%c® = 0.389 379 323 (67) GeV? mbarn (1.10)
(1 barn = 1072 m? = 10% fm?). For times one needs
h = 6.582 119 15 (56) x 10722 MeV s, (1.11)

implying (when 7 = ¢ = 1) that 1 s &~ 1.5 x 102* GeV~!. Depending on the specific situation, of
course masses come in that one needs to know or look up, e.g. those of the electron or proton,
me = 9.1093826 (16) x 1073 kg = 0.510 998 918 (44) MeV /c”, (1.12)
m, = 1.67262171(29) x 10~27 kg = 0.938 272029 (80) GeV /c’. (1.13)

Furthermore one encounters the strength of the various interactions. In some cases like the electro-
magnetic and strong interactions, these can be written as dimensionless quantities, e.g. for electro-
magnetism the fine structure constant

e2

= =1/137. 11 (46). 1.14
o= e = 1/137.035999 11 (46) (1.14)
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For weak interactions and gravity one has quantities with a dimension, e.g. for gravity Newton’s
constant,

G
h—]z =6.7087 (10) x 1073° GeV 2. (1.15)

c
By putting this quantity equal to 1, one can also eliminate the last dimension. All masses, lengths
and energies are compared with the Planck mass or length (see exercises). Having many particles,
the concept of temperature becomes relevant. A relation with energy is established via the average

energy of a particle being of the order of kT, with the Boltzmann constant given by
k= 1.3806505(24) x 107%* J/K = 8.617343(15) x 10~° eV /K. (1.16)

Quantities that do not contain A or c¢ are classical quantities, e.g. the mass of the electron m..
Quantities that contain only & are expected to play a role in non-relativistic quantum mechanics,
e.g. the Bohr radius, as = 47reoh2/mee2 or the Bohr magneton p. = eh/2m,.. Quantities that only
contain ¢ occur in classical relativity, e.g. the electron rest energy m.c? and the classical electron
radius 7. = e?/4meg mec?. Quantities that contain both A and ¢ play a role in relativistic quantum
mechanics, e.g. the electron Compton wavelength X, = fi/mec. It remains useful, however, to use 7
and c to simplify the calculation of quantities.

1.3 Conventions for vectors and tensors

We start with vectors in Euclidean 3-space E(3). A vector & can be expanded with respect to a basis
é (i=1,230ri=x,Yy,2),

3
:B:in éi:xiéi, (117)
=1

to get the three components of a vector, x;. When a repeated index appears, such as on the right
hand side of this equation, summation over this index is assumed (Einstein summation convention).
Choosing an orthonormal basis, the metric in E(3) is given by &; - é; = 0;;, where the Kronecker delta
is given by
1 ifi=y
dij = { 0 ifi], (1.18)
The inner product of two vectors is given by

The inner product of a vector with itself gives its length squared. A vector can be rotated, '’ = Rz
or z; = R;jz; leading to a new vector with different components. Actually, rotations are those real,
linear transformations that do not change the length of a vector. Tensors of rank n are objects with n
components that transform according to 7}, ; = Ry, j, ... R, j, Tj,.. j,. A vector is a tensor of rank
1. The inner product of two vectors is a rank 0 tensor or scalar. The Kronecker delta is a constant
rank-2 tensor. It is an invariant tensor that does not change under rotations. The only other invariant

constant tensor in E(3) is the Levi-Civita tensor

1 if 75k is an even permutation of 123
€ijk = —1 if 4jk is an odd permutation of 123 (1.20)
0  otherwise.

that can be used in the cross product of two vectors z = x x y, in which case z; = €1 x;y5. Useful
relations are

€ijk €imn = 6]7’” 5kn - 5]71 5kma (121)
€ijk €iji = 20k (1.22)
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We note that for Euclidean spaces (with a positive definite metric) vectors and tensors there is only
one type of indices. No difference is made between upper or lower. So we could have used all upper
indices in the above equations. When 3-dimensional space is considered as part of Minkowski space,
however, we will use upper indices for the three-vectors.

In special relativity we start with a four-dimensional real vector space E(1,3) with basis f,, (1 =
0,1,2,3). Vectors are denoted x = x*7,,. The length (squared) of a vector is obtained from the scalar
product,

2 = x-x = afa"n, o n, = 2MaVg,. (1.23)
The quantity g., = f, - N, is the metric tensor, given by goo = —g11 = —g22 = —g33 = 1 (the
other components are zero). For four-vectors in Minkowski space we will use the notation with upper

indices and write x = (¢t,x) = (2°, 21, 2%, 23), where the coordinate ¢t = 29 is referred to as the time

component, z’ are the three space components. Because of the different signs occurring in g,,,, it is
convenient to distinguish lower indices from upper indices. The lower indices are constructed in the
following way, x, = g2, and are given by (zo, 1,22, 23) = (¢, —x). One has

= atz, = t* -z (1.24)
The scalar product of two different vectors x and y is denoted
z-y = 2*Yg = 2ty = xyt = 20—z - y. (1.25)

Within Minkowski space the real, linear transformations that do not change the length of a four-vector
are called the Lorentz transformations. These transformations do change the components of a vector,
denoted as V'* = A#* V¥ The (invariant) lengths often have special names, such as eigentime 7 for the
position vector 72 = 22 = t?> — 2. The invariant distance between two points = and y in Minkowski
space is determined from the length ds* = (x — y)*. The real, linear transformations that leave the
length of a vector invariant are called (homogeneous) Lorentz transformations. The transformations
that leave invariant the distance ds? = dt®> — (dz? + dy? 4 dz?) between two points are called inhomo-
geneous Lorentz transformations or Poincaré transformations. The Poincaré transformations include
Lorentz transformations and translations.

Unlike in Euclidean space, the invariant length or distance (squared) is not positive definite. One
can distinguish:

e ds? > 0 (timelike intervals); in this case an inertial system exists in which the two points are at
the same space point and in that frame ds? just represents the time difference ds? = dt?;

e ds? < 0 (spacelike intervals); in this case an inertial system exists in which the two points are
at the same time and ds? just represents minus the spatial distance squred ds® = —dz?;

e ds?> = 0 (lightlike or null intervals); the points lie on the lightcone and they can be connected
by a light signal.

Many other four vectors and tensors transforming like T#1-#n = AM1 . A#n T¥¥n can be con-
structed. In Minkowski space, one must distinguish tensors with upper or lower indices and one can
have mixed tensors. Relations relating tensor expressions, independent of a coordinate system, are
called covariant. Examples are the scalar products above but also relations like p* = m dx* /dr for the
momentum four vector. Note that in this equation one has on left- and righthandside a four vector
because 7 is a scalar quantity! The equation with ¢ = 2% instead of 7 simply would not make sense!
The momentum four vector, explicitly written as (p°,p) = (E,p), is timelike with invariant length
(squared) p? = p-p = p"p, = E* — p* = m?, where m is called the mass of the system.
The derivative 9, is defined 9, = 9/0z" and we have a four vector 0 with components

o 0 0 0 0
(80781782783) = <§;%78_y;&> - (&;V> . (126)
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It is easy to convince oneself of the nature of the indices in the above equation, because one has
Opx” =g (1.27)

Note that g,; with one upper and lower index, constructed via the metric tensor itself, g;; = g,,9”” and
is in essence a 'Kronecker delta’, g5 = g1 = g5 = g5 = 1. The length squared of 9 is the d’Alembertian
operator, defined by

0? 9
o = 8”6;,, = ﬁ - V . (128)
The value of the antisymmetric tensor €% is determined in the same way as for €%, starting
from
123 =1, (1.29)

(Note that there are different conventions around and sometimes the opposite sign is used). It is an
invariant tensor, not affected by Lorentz transformations. The product of two epsilon tensors is given
by

gwpoplv'o's [ 979" g g ’ (1.30)
geH grv ger gro
go,u' gdl/ gdp’ goo'
ror ng/ gl/p, gyo,
6;Ll/po'eul/ po - gpl/, gPPI gPO', R (131)
gou gop' gUU
epypo'ewjplol - 9 (gpp, gUU, _ gPUl g”pl) , (132)
e = o, 1)
P ppe = —24. (1.34)

The first identity, for instance, is easily proven for €923 123 from which the general case can be
obtained by making permutations of indices on the lefthandside and permutations of rows or columns
on the righthandside. Each of these permutations leads to a minus sign, but more important has the
same effect on lefthandside and righthandside. For the contraction of a vector with the antisymmetric
tensor one often uses the shorthand notation

ABCP = evP7 A B, C,D,. (1.35)

Exercises

Exercise 1.1

(a) In the the Hydrogen atom (quantum system) the scale is set by the Bohr radius, a. =
dregh? /mee?. Relate this quantity to the electron Compton wavelength X, via the dimensionless
fine structure constant a.

(b) Relate the classical radius of the electron (a relativistic concept), r. = e2/4meg mec? to the
Compton wavelength.

(c) Calculate the Compton wavelength of the electron and the quantities under (a) and (b) using
the value of hic, a and mec? = 0.511 MeV. This demonstrates how a careful use of units can save
a lot of work. One does not need to know h, ¢, €y, me, e, but only appropriate combinations.
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(d) Use the value of the gravitational constant G n /hc® = 6.71 x 1073% GeV =2 to construct a mass
My (Planck mass). Compare it with the proton mass and use Eq. 1.13 to give its actual value
in kg. Also construct and calculate the Planck length Ly, which is the Compton wavelength for
the Planck mass.

(e) Find a simple way (avoiding putting in the value of €) to calculate the Bohr magneton p. =
eh/2m. and the nuclear magneton p, = efi/2m,, in electronvolt per Tesla (eV/T ).
[Note: what is the MKS unit for V/T7]

Exercise 1.2
Prove the identity A x (B x C) = (A-C) B - (A - B) C using the properties of the tensor ¢*/* given
in section 1.3.
Exercise 1.3
Prove the following relation
eHvpPo gaﬁ = VPO guﬂ o gl guﬁ 4 ehvao gpﬁ 4 ehvpa gdﬁ.

by a simple few-line reasoning [For instance: If {u, v, p, o} is a permutation of {0, 1,2, 3} the index «
can only be equal to one of the indices in e#**7, .. .].

Exercise 1.4

Lightcone coordinates for a four vector a (which we will denote with square brackets as [a~,a™, a', a?]
or [a”,a™,a;]) are defined through

at = (a° +a®)/V2.
(a) Express the scalar product a - b in lightcone coordinates and deduce from this the values of g4,
g——, g+ and g—4.
(b) Check that the following vectors ng, i3, 7.4 and 7n_,
fip = (1,0,0,0)
ng = (0,0,0,1)
A = (1,0,0,1)/V2 = (g + 13)/ V2
fim = (1,0,0,—1)/V2 = (o — f13)/V2

can be used to obtain the corresponding components of a four vector, i.e. a -7, = aq. This
implies that the components of 1, are given by nk = gt.
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Relativistic wave equations

2.1 The Klein-Gordon equation

In this chapter, we just want to play a bit with covariant equations and study their behavior under
Lorentz transformations. The Schrodinger equation in quantum mechanics is the operator equation
corresponding to the non-relativistic expression for the energy,

2

p
B — 2.1
2M’ (2.1)
under the substitution (in coordinate representation)
0
E— Eop =iz, p— Py =-iV. (2.2)
Acting on the wave function one finds for a free particle,
) v?
) — t) = ——— t). 2.

Equations 2.1 and 2.3 are not covariant. But the replacement 2.2, written as p, — 10, is covariant
(the same in every frame of reference). Thus a covariant equation can be obtained by starting with
the (covariant) equation for the invariant length of the four vector (E, p),

P’ = p'py = E*—p* = M?, (2.4)
where M is the particle mass. Substitution of operators gives the Klein-Gordon (KG) equation for a
real or complex function ¢,
82

(0 + M2) (r,t) = (87 v +M2) o 1) = 0. (25)
Although it is straightforward to find the solutions of this equation, namely plane waves characterized
by a wave number k,

dr(r,t) = exp(—i k't +ik - 7), (2.6)

with (k°)2 = k? + M?2, the interpretation of this equation as a single-particle equation in which ¢ is a
complex wave function poses problems because the energy spectrum is not bounded from below and
the probability is not positive definite.

o The energy spectrum is not bounded from below: considering the above stationary plane wave
solutions one obtains
K = £VE* + M2 = +Ey, (2.7)

i.e. there are solutions with negative energy.
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e Probability is not positive: in quantum mechanics one has the probability and probability current

p = P (2.8)
io= g WV (V) = -t Vo (2.9)

They satisfy the continuity equation,
dp
ot
which follows directly from the Schrédinger equation. This continuity equation can be written
down covariantly using the components (p, 7) of the four-current j,

-V -4, (2.10)

83" = 0. (2.11)

Therefore, relativistically the density is not a scalar quantity, but rather the zero component of
a four vector. The appropriate current corresponding to the KG equation (see Excercise 2.2) is

P =ig" G or (p,j)z(iaS*aT)as,—iQS*%). (2.12)

It is easy to see that this current is conserved if ¢ (and ¢*) satisfy the KG equation. The KG
equation, however, is a second order equation and ¢ and 0¢/dt can be fixed arbitrarily at a
given time. This leads to the existence of negative densities.

As we will see both problems are related and have to do with the existence of particles and antiparticles,
for which we need the interpretation of ¢ as a field that must be quantized. Besides a wave function
the field must be an operator. Its argument, the position r simply becomes a number (parameter) on
which the operator depend, very much similar as the time ¢. Then, there are no longer fundamental
objections to mix up space and time, which is what Lorentz transformations do. And, it is simply a
matter of being careful to find a consistent (covariant) theory.

2.2 Mode expansion of solutions of the KG equation

Before quantizing fields, having the KG equation as a space-time symmetric (classical) equation, we
note that an arbitrary solution for the field ¢ can always be written as a superposition of plane waves,

o(z) = / % om (k% — M?) e t* (k) (2.13)

with (in principle complex) coefficients (;Nﬁ(k) The integration over k-modes clearly is covariant and
restricted to the ‘mass’-shell (as required by Eq. 2.5). It is possible to rewrite it as an integration over
positive energies only but this gives two terms (use the result of exercise 2.3),

3 ~ . ~
() :/(27:;37’;& (e_““” O(Er, k) +e'm* ng(—Ek,—k:)). (2.14)
Introducing ¢(Ey, k) = a(k) and ¢(—Ey, —k) = b*(k) one has
dgk —ik-x ik-x g
o@) = [ g (€ alk) + (K) = 64 () + - (o) (2.15)

In Eqgs 2.14 and 2.15 one has elimated k% and in both equations k - ¢ = Eyt — k - . The coeflicients
a(k) and b*(k) are the amplitudes of the two independent solutions (two, after restricting the energies
to be positive). They are referred to as mode and anti-mode amplitudes (or because of their origin
positive and negative energy modes). The choice of a and b* allows an easier distinction between the
cases that ¢ is real (a = b) or complex (a and b are independent amplitudes).



Relativistic wave equations 10

2.3 Symmetries of the Klein-Gordon equation

We arrived at the Klein-Gordon equation by constructing a covariant operator (9,0" + M?) acting
on a complex function ¢. Performing some Lorentz transformation x — z’ = Ax, one thus must have
that the function ¢ — ¢’ such that

¢' (@) =¢(x) or ¢(z)= (A a). (2.16)

The consequence of this is discussed in Exercise 2.3
We will explicitly discuss the example of a discrete symmetry, for which we consider space inversion,
i.e. changing the sign of the spatial coordinates, which implies

(z") = (t,z) — (t, —z) = (). (2.17)
Transforming everywhere in the KG equation x — & one obtains

(5#5# n MQ) #(7) = 0. (2.18)

Since a - b= a- b, it is easy to see that
(0,0" + M?) ¢(&) = 0, (2.19)

implying that for each solution ¢(z) there exists a corresponding solution with the same energy,
oF (z) = ¢(2) (P for parity). It is easy to show that

3
¢P(x) _ (b(‘%) _ /(27:;37];& (efik-g”c a(k:) +eik-5g b*(k))

- / 7(2732’“2& (e ak) + ™" (k)

dgk —ik-x ikx px
_ /m (=% a(—k) + 52 b (—k)) | (2.20)
or since one can define
P — &’k —ik-x P ik-x p Px

one has for the mode amplitudes a” (k) = a(—k) and b" (k) = b(—k). This shows how parity trans-
forms k-modes into —k modes.
Another symmetry is found by complex conjugating the KG equation. It is trivial to see that

(0.0 + M?) ¢*(x) = 0, (2.22)

showing that with each solution there is a corresponding charge conjugated solution ¢ (z) = ¢*(x).
In terms of modes one has

3
@ =0 = [ G )+ e ®)

/ dBk —ikx C ik-x 31 Cx
g (@A) T (R)) (2.23)

i.e. for the mode amplitudes a® (k) = b(k) and b® (k) = a(k). For the real field one has a® (k) = a(k).
This shows how charge conjugation transforms ’particle’ modes into ’antiparticle’ modes and vice
versa.
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Exercises

Exercise 2.1

Show that for a conserved current (8,5 = 0) the charge in a finite volume, Qv = [, &®z j°(z),

satisfies
Qv=- [ ds-3
s

and thus for any normalized solution the full ‘charge’, letting V' — oo, is conserved, Q = 0.

Exercise 2.2

Show that if ¢ en ¢* are solutions of the KG equation, that
F=igt o ¢
is a conserved current

Note: A8, B = A8,B — (8,A)B).

Exercise 2.3

Show that!

[ om0 a0 P00k = [ S PR

—— F
(2m) 2m)3 2Ey,

where E, = V k% + M2.

Exercise 2.4

Derive from the mode expansion in Eq. 2.15, the 3-dimensional Fourier transform ¢(k, t) = [ &Pz ¢(x,t) exp(—ik-
x) and its time derivative iJy¢(k,t). Use these to show that

a(k) = ¢ 2 3y Bk, t) = ¢ B (10, + Ey) d(k, 1),
b(k) = ¢ Pkt 0y &% (—k, ¢),
Note that a(k) and b(k) are independent of t.

Exercise 2.5

Express the full charge Qv (exercise 2.1) for a complex scalar field current (exercise 2.2) in terms of
the a(k) and b(k) using the expansion in Eq. 2.15.

Similarly express the quantities
E= / Bz ((000) (000) + V* -V + M24*g)
pi— / Pz (0106)* (0 9),

1Use the following property of delta functions

5U@) = Y 8@ — ).

ZEeros Ty, |fl(r”)|
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in terms of the a(k) and b(k). Note that a#b} indicates symmetrization, al#b¥} = a#b” + a*b*. We
will encounter these quantities later as energy and momentum.

Note: Do not repeat all steps, but realize which ones are common to the calculations. As an in-
termediate step you could also calculate for two field ¢; (with coefficients a; and b}) and ¢o (with
coefficients az and b%) the integral

3
/de ¢1(x) go(z) = /ﬁ (a’{(k)ag(k)erl(k)b;(k)
+ (RS (—k) €2 B 4 by (K)as(—k) eQiEkt>.

Exercise 2.6 (optional)

Write down the mode expansion for the Lorentz transformed scalar field ¢’ (z) and show that it implies
that the Lorentz transformed modes are o/ (k) = a(k’), where k' = A~k with k = (Ej, k).



Chapter 3

Groups and their representations

Simple systems that ought to be described with relativistic equations are free particles with spin, e.g.
electrons. In this section we will investigate if there exist objects other than just a scalar (real or
complex) field ¢, e.g. two-component fields in analogy to the two-component wave functions used to
include spin in a quantum mechanical description of an electron in the atom.

Since the KG equation expresses just the relativistic relation between energy and momentum, it
also must hold for particles with spin. However, since the symmetry group describing rotations is
embedded in the Lorentz group, we must study the representations of the Lorentz group. Particles
with spin then will be described by certain spinors. The KG equation will actually remain valid, in
particular each component of these spinors will satisfy this equation.

Before proceeding with the Lorentz group we will first discuss the rotation group as an example
of a Lie group with which we are familiar in ordinary quantum mechanics.

3.1 The rotation group and SU(2)

The rotation groups SO(3) and SU(2) are examples of Lie groups, that is groups characterized by a
finite number of real parameters, in which the parameter space forms locally a Euclidean space. A
general rotation — we will consider SO(3) as an example — is of the form

V! cosf sinf 0 Ve
Vo | = —sin@ cosé 0 Vy (3.1)
1% 0 0 1 V.

for a rotation around the z-axis or shorthand V' = R(6,2)V. The parameter-space of SO(3) is a
sphere with radius w. Any rotation can be uniquely written as R(6, ) where 7 is a unit vector and
0 is the rotation angle, 0 < 6 < 7, provided we identify the antipodes, i.e. R(m,n) = R(w,—n).
Locally this parameter-space is 3-dimensional and correspondingly one has three generators. For an
infinitesimal rotation around the z-axis one has

R(O,2)=1+4+1id0 L, (3.2)
with as generator
. 0 — 0
1 OR(0
L.=- ée’ Al i 0 0. (3.3)
! 6=0 0 0 0
In the same way we can consider rotations around the x- and y-axes that are generated by
00 O 0 0 =
L,=10 0 —i |, L, = 0o 0 0 [, (3.4)
0 ¢« 0 —i 0 0

13
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(n,7 (n21)

_n’ T[ . I
n.) T-sphere 21t-sphere
(antipodes identified) (surface identified)

Figure 3.1: the parameter spaces of SO(3) (left) and SU(2) (right).

or (Ly)i; = —1t €;;5. It is straightforward to check that any (finite) rotation can be obtained from a
combination of infinitesimal rotations, for rations around z for instance,

9 N
R(0,z2)= 1i R|—,z . 3.5
0.5 = Jim_|7(5.2)] (35)

Rotations in general do not commute, which reflects itself in the noncommutation of the generators.
They satisfy the commutation relations

[Li, Lj] = i €iji L. (3.6)

Summarizing, the rotations in SO(3) can be generated from infinitesimal rotations that can be ex-
pressed in terms of a basis of three generators L,, L, and L,. These generators form a three-
dimensional Lie algebra SO(3). With matrix commutation this algebra satisfies the requirements for
a Lie algebra, namely that there exists a bilinear product [,] that satisfies

oVuryeA=[z,y] €A
o [z,2] =0 (thus [z,y] = —[y, 2]).
o [z,[y,2]] + [v, [z, 7]] + [2, [z, y]] = 0 (Jacobi identity).

Next, we turn to the group SU(2) of special (det A = 1) unitary (AT = A71) 2 x 2 matrices.
These matrices can be defined as acting on 2-component spinors (x — Ayx) or equivalently as acting
on 2 x 2 matrices (B — ABAT). It is straightforward to check that the conditions require

A

ag +1as +ia1 + as
+ia1 — as ag — 1 as

1 0 . 0 1 . 0 —2 . 1 0
a0[01]+m1[10]+m2[i 0]—1—@&3[0_1] (3.8)

with real a’s and E?ZO(CLZ')2 = 1. One way of viewing the parameter space, thus is as the surface
of a sphere in 4 Euclidean dimensions. Locally this is a 3-dimensional Euclidean space and SU(2),
therefore, is a 3-dimensional Lie-group. Writing ag = cos(6/2) and a = 7 sin(6/2) we have

A=A,n) = 1 cos <g) +i(o - n)sin (g)
— exp <zg o n) (3.9)

The parameter-space, thus, also can be considered as a filled 3-sphere with radius 27, but with all
points at the surface identified (see figure). The infinitesimal generators of SU(2) are obtained by
considering infinitesimal transformations, i.e. for fixed n,

A0, n) ~1+i0J - n, (3.10)

]:aol—i—ia-a' (3.7)
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with 1 9A(@.7)
) o
J - h=- 22227 =—.n. 3.11
"I T |, 2" (38.11)
Thus 0,/2, 0,/2 and 0, /2 form the basis of the Lie-algebra SU(2). They satisfy
i T4y _ e Ok
15 5] = i€ 5 (3.12)

One, thus, immediately sees that the Lie algebras are identical, SU(2) ~ SO(3), i.e. one has a Lie

algebra isomorphism that is linear and preserves the bilinear product.
There exists a corresponding mapping of the groups given by

p: o SU@) — SO@3)

AB,n) — R(O,7n) 0<0<m
— R(27—-6,n) <6< 2.
The relation
Ao -a)A™' = o-Raa (3.13)

can be used to establish the homomorphism (Check that it satisfies the requirements of a homomor-
phism). Near the identity, the above mapping corresponds to the trivial mapping of the Lie algebras.
In the full parameter space, however, the SU(2) — SO(3) mapping is a 2 : 1 mapping where both
A = 41 are mapped into R = I.

3.2 Representations of symmetry groups

The presence of symmetries simplifies the description of a physical system. Suppose we have a system
described by a Hamiltonian H. The existence of symmetries means that there are operators g belonging
to a symmetry group G that commute with the Hamiltonian,

[9,H| =0 forged. (3.14)

For a Lie group, it is sufficient that the generators commute with H, since any finite rotation can be
constructed from the infinitesimal ones, sometimes in more than one way (but this will be discussed
later), i.e.

g, H] =0 forgedG. (3.15)

Representations ® of a group are mappings of GG into a finite dimensional vector space, preserving
the group structure. In order to find local representations ® of a Lie-group G, it is sufficient to consider
the representations @ of the Lie-algebra G. These are mappings from G into a finite dimensional
vector space (its dimension is the dimension of the representation), which preserve the Lie-algebra
structure, i.e. the commutation relations. Among the generators one looks for a maximal commuting
set of operators (in this case consisting of the operator J, and the (quadratic Casimir) operator
J?). Casimir operators commute with all the generators and the eigenvalue of J? can be used to
label the representation (5). Within the (2j 4 1)-dimensional representation space V) one can label
the eigenstates |j,m) with eigenvalues of J,. The other generators J, and J, (or Jx = J, £ iJy)
then transform between the states in V). From the algebra one derives J?|j,m) = j(j + 1)|4,m),
J.|3,m) = m|j,m), while Jy|j,m) = \/j(G +1) — m(m £ 1)|j,m £ 1) with 2j + 1 being integer and
m=j7—1,...,—j.

Explicit representations using the basis states |4, m) with m-values running from the heighest
to the lowest, m = j,j —1,..., —j one has for j = 0:

J. = (0)7J+: [0] J_ = [0],
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for j =1/2:
(12 o0 (0 1 (o0 0
JZ_[O —1/2]’J+_[0 0]7‘]*_[1 0]’
for j =1:
10 0 0 V2 0 0 0 0
J.=10 0 0 ,Ji=10 0o V2 |,J=]+v2 0 0|,
00 —1 0 0 0 0 V2 0
and for j = 3/2:

3/2 0 0 0 0 vV2 0 0 0 0 0 0
J_01/200J_00\/§0J_\/§000
=l o o -1/2 o0 Tl o0 0 V2T 0 V3 o0 0

0 0 0 —3/2 0 0 0 0 0 0 V2 0

If rotations leave H invariant, all states in the representation space have the same energy, or
equivalently the Hilbert space can be written as a direct product space of spaces V).

For j = 1 another commonly used representation starts with three Cartesian basis states € related
to the previous basis via

1, 1)

(ez+i€y), |L,0)=er=€., |I,-1)=€-1=—(ex—i€y).

V2

=L
T

The spin matrices for that Cartesian basis {€s, €y, €.} are

00 O 0 0 i 0 —i 0
Jo=l0oo0o —i|, =10 0oo]l,n=|i 0o o].
0 i O i 0 0 0 0 0

From the (hermitean) representation ®(g) of G, one obtains the unitary representations ®(g) =
exp(i @(g)) of G. The matrix elements of the unitary representations are known as D-functions, for an
element A of SU(2) or R of SO(3) parametrized with Euler angles, U(¢, 0, x) = e~ /= ¢=10Jv e=ix /=

G U (.6, 301, m) = DI, (6,.6.X) = €™ d,2), (6) ™™, (3.16)
Infinitesimally (around the identity) the D-functions for SU(2) and SO(3) are the same, e.g.
d9)(0) & G — 10(J ) mrm. (3.17)

By moving through the parameter space the D-functions can be extended to global functions for all
allowed angles. For those global representations, however, the topological structure of the group is
important. If the group is simply connected, that is any closed curve in the parameter space can be
contracted to a point, any point in the parameter space can be reached in a unique way and any
local (infinitesimal) representation can be extended to a global one. This works for SU(2). The
group SO(3), however, is not simply connected. There exist two different types of paths, contractable
and paths that run from a point at the surface to its antipode. For an element in the group G
the corresponding point in the parameter space can be reached in two ways. For a decent (well-
defined) global representation, however, the extension from a local one must be unique. For SO(3),
the possibility thus exist that some extensions will not be well-defined representations. This turns out
to be the case for all half-integer representations of the Lie algebra. Of all groups of which the Lie
algebras are homeomorphic, the simply connected group is called the (universal) covering group, i.e.
SU(2) is the covering group of SO(3).

Given a representation, one can look at the conjugate representation. Consider the j = 1/2 repre-
sentation of SU(2). If a transformation U acts on , the conjugate transformation U* acts on x*. The
jump U — U* implies for the generators o/2 — —o* /2. For SU(2) the conjugate representation is
not a new one, however. Because there exists a matrix e such that ¢ = —e o*¢ ™! one immediately sees
that appropriate linear combinations of conjugate states, to be precise the states ex* transform via o.
[Explicitly, if x — ox and x* — —o*x™*, then ex* — —e o*x* = oex*]. Therefore the representation
and conjugate representation are equivalent in this case (see Excercise 3.3).
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3.3 The Lorentz group

In the previous section spin has been introduced as a representation of the rotation group SU(2)
without worrying much about the rest of the symmetries of the world. We considered the generators
and looked for representations in finite dimensional spaces, e.g. o/2 in a two-dimensional (spin 1/2)
case. In this section we consider the Poincaré group, consisting of the Lorentz group and translations.
To derive some of the properties of the Lorentz group, it is convenient to use a vector notation for the
points in Minkowski space. Writing x as a column vector and the metric tensor in matrix form,

goo go1 Go2 Go3 1 0 0 0
gio 911 912 913 0 -1 0 0
G = = : 3.18
g20 921 922 923 0O 0 -1 0 ( )
g30 931 932 g33 0 0 0 -1
the scalar product can be written as
2 =2"Gx (3.19)

(Note that 2T is a row vector).
Denoted in terms of column vectors and 4-dimensional matrices one writes for the poincaré trans-
formations 2’ = A x + a, explicitly

=N ¥ +a*  or 2 =AY + ek (3.20)

The proper tensor structure of the matrix element (A)*” is a tensor with one upper and one lower
index. Invariance of the length of a vector requires for the Lorentz transformations

x/Q = gl“/,]j/'ugj/y = ng,Ap'p P AVO_J:U = 372 = gpgﬂipﬂio (321)

or
Aupg;wAVo = Ypo> (322)

which as a matrix equation with (A)*” = A*, and (G)" = g, gives
(AT)P(GY™ (M) = (G)*". (3.23)
Thus one has the (pseudo-orthogonality) relation,
AMGA=G & GATG=A" & AGAT =G. (3.24)
From this property, it is easy to derive some properties of the matrices A:

(i) det(A) = +1.
proof: det(ATGA) = det(G) — (det A)? = 1.
(det A = +1 is called proper, det A = —1 is called improper).
(i) [A%] > 1.
proof: (ATGA)™ = (G)% =1 — Mg Ay =1— (A%)* = 3, (A7)* =1
Using (i) and (ii) the Lorentz transformations can be divided into 4 classes (with disconnected
parameter spaces)

det A A9,
LL +1 > 1 | proper orthochrone
Lfr +1 < -1 | proper non-orthochrone
Lt -1 > 1 | improper orthochrone
Lt -1 < -1 | improper non-orthochrone
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(i) 3771 (AD)? = o0, (A9
proof: use ATGA = G and AGAT = G.

Note that Lorentz transformations generated from the identity must belong to LE_, since I € LE_ and

det A and A change continuously along a path from the identity. In LL, one distinguishes rotations
and boosts. Rotations around the z-axis are given by Ag(f, 2) = exp(i § J3), infinitesimally given by
AR(0,2) ~ T +i6J3. Thus

VY 10 0 0 Ve 00 0 0
v 0 cosf sinf 0 Vi 5 00 —i 0
vZ | T 0 —sing cosf 0 V2 — T =10 0 o0 (3.25)
v 0 0 0 1 Ve 00 0 0

Boosts along the z-direction are given by Ag(¢, 2) = exp(—i ¢K?), infinitesimally given by Ag (¢, 2) ~
I —i¢K3. Thus

|78 coshqb 0 0 smth Vo 0 0 0 4
vy 10 vl 3 00 00
v 0 1 V2 — =100 0 0 (3.26)
v s1nhgz5 0 0 costh V3 i 00 0
The parameter ¢ runs from —oo < ¢ < oo. Note that the velocity 8 = v = v/c¢ and the Lorentz
contraction factor v = (1 — 52)*1/2 corresponding to the boost are related to ¢ as v = cosh ¢,

(v = sinh¢. Using these explicit transformations, we have found the generators of rotations, J =
(J',J2,J3), and those of the boosts, K = (K!, K2, K3), which satisfy the commutation relations
(check!)

[Ji, J) =ik gk,
[Ji, K] =i €% KF,
(K, K7) = —ielk gk,

The first two sets of commutation relations exhibit the rotational behavior of J and K as vectors under
rotations. From the commutation relations one sees that the boosts (pure Lorentz transformations)
do not form a group, since the generators K do not form a closed algebra. the commutator of two
boosts in different directions (e.g. the difference of first performing a boost in the y-direction and
thereafter in the x-direction and the boosts in reversed order) contains a rotation (in the example
around the z-axis). This is the origin of the Thomas precession.

Returning to the global group, it is easy to find the following typical examples from each of the
four classes,

+1 0 0 0

I = 8 'Bl —l(—)l 8 € Ll (identity) (3.27)
0 0 0 +1
-1 0 0 0

I, = 8 _Bl —1(—)1 8 cLt (time inversion) (3.28)
0 0 0 +1
+1 0 0 0

I, = 8 _01 _01 8 cLl (space inversion) (3.29)
0 0 0 -1
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-1 0 0 0
_ 0 -1 0 0 ! L .
LI, = 0 0 -1 0 € L, (space-time inversion) (3.30)
0 0 0 -1

These four transformations form the Vierer group (group of Klein). Multiplying the proper or-
thochrone transformations with one of them gives all Lorentz transformations.

Summarizing, the Lorentz transformations form a (Lie) group (AjAz and A~! are again Lorentz
transformations. There are six generators. Of the four parts only L]r forms a group. This is a
normal subgroup and the factor group is the Vierer group. The extension to the Poincaré group is
straightforward. Also this group can be divided into four parts, Pl etc.

3.4 The generators of the Poincaré group

The transformations belonging to Pl are denoted as (A, a), infinitesimally approximated by (I +w, €),
explicitly reading

a = (At (4 (w)) 2t e (3.31)

AP g¥ +at = (g", + wh) z¥ + €.
The condition ATGA = G yields
(9% + ) 9po (9%, + %) = G = Wop + W =0, (3.32)

thus (w)¥ = —(w)’* and (w)% = (w)*®. We therefore find (again) that there are six generators for the
Lorentz group, three of which only involve spatial coordinates (rotations) and three others involving
time components (boosts).

We now want to find a covariant form of the six generators of the Lorentz transformations, which
are obtained by writing the infinitesimal parameters (w)*” in terms of six antisymmetric matrices
(MP)  One can easily convince oneself that

i
(@ =wh, = = wap (MOoPym (3.33)
(MOPY =i (g™ 9", — g% 9™") (3.34)
The algebra of the generators of the Lorentz transformations can be obtained by an explicit calcula-
tion?,
[MFY, MPT] = —i (gMP MY — g"P MH*7) — i (g"7 MPY — g"7 MPH). (3.35)

Explicitly, we have for the (infinitesimal) rotations (around z-axis)

AR=T+4+i03J3 =1 —iw M (3.36)
with ¢° = —Je*wi* and J' = €% MI* (e.g. J* = M'?) and for the (infinitesimal) boosts (along
z-axis),

Ap=1—id> K3 =1T—iwsy M, (3.37)

with ¢! = w™® and K = MY (e.g. K? = M%). Thus the two vector operators J and K form under
Lorentz transformations an antisymmetric tensor M*”.

In order to find the commutation relations including the translation generators, we continue using
covariance arguments. We will just require Poincaré invariance for the generators themselves. The

IThese commutation relations are the same as those for the ’quantummechanics’ operators i(z*0" — ¥ )
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infinitesimal form of any representation of the Poincaré group (thus including the translations) is of
the form

U +w,e)=1-— %wag M®B 4 i€, P (3.38)

At this point, the generators M? no longer exclusively act in Minkowski space. The generators of the
translations are the (momentum) operators P*. The requirement that P* transforms as a four-vector
(for which we know the explicit behavior from the defining four-dimensional representation), leads to

U(A,a)P*UT (A a) = (A", P” or U'(A,a)P*U(A,a) = (A1 P, (3.39)

(to decide on where the inverse is, check that U;Us corresponds with A1As). Infinitesimally,
(1+ie, P — %wagMo‘ﬁ)P“(l —iesP’ + %meﬂf’) = P' 4wk P, (3.40)

giving the following commutation relations by equating the coefficients of €, and w,,,

[P, P} = 0, (3.41)
[M* PP = —i(g"PP" — g"PP"). (3.42)

Note that the commutation relations among the generators M#" in Eq. 3.35 could have been obtained
in the same way. They just state that M*” transforms as a tensor with two Lorentz indices. Explicitly,
writing the generator P = (H /¢, P) in terms of the Hamiltonian and the three-momentum operators,
the tensor M* in terms of boosts cK* = M% and rotations J* = %eijijk, one obtains

[P!, PY| = [P, H] = [J',H] =0, (3.43)
[J8, J) =iédk gk [J P =ik Pk [J1 K] = iR KF, (3.44)
(K, H=iP', [K',Ki|=—iei*j*/c? [K' PI]=i0"H/c (3.45)

We have here reinstated c, because one then sees that by letting ¢ — oo the commutation relations of
the Galilei group, known from non-relativistic quantum mechanics are obtained.

3.5 Representations of the Poincaré group

In order to label the states in an irreducible representation we construct a maximal set of commuting
operators. These define states with specified quantum numbers that are eigenvalues of these genera-
tors. For instance, the generators J2 and J? in the case of the rotation group. Taking any one of the
states in an irreducible representation, other states in that representation are obtained by the action
of operators outside the maximal commuting set. For instance, the generators Ji in the case of the
rotation group.

Of the generators of the Poincaré group we choose first of all the generators P*, that commute
among themselves, as part of the set. The eigenvalues of these will be the four-momentum p* of the
state,

Ptlp,...) =pHp,...), (3.46)

where p* is a set of four arbitrary real numbers. To find other generators that commute with P* we
look for Lorentz transformations that leave the four vector p# invariant. These form a group called
the little group associated with that four vector.

Afp” = pt+uwhp” =pt
=wup’ = 0
=W = €upep’s, (3.47)
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where s is an arbitrary vector of which the length and the component along p® are irrelevant, which
can thus be chosen spacelike. The elements of the little group thus are

UMp) = exp <_%’WWMW>

= exp <—%eWpUM“”pps‘7) (3.48)
and
)
UA(p))|p,...) = exp (—ieuyng””pPS[’) lp,...) (3.49)
= exp(—is,W*)|p,...) (3.50)

where the Pauli-Lubanski operators W# are given by
1 vp po
W, = _ie,uupUM Pe. (3.51)
The following properties follow from the fact that W*# is a four-vector by construction, of which the

components generate the little group of p* or (for the third of the following relations) from explicit
calculation

[M;w; Wa] = —i (g,uan - guaW,u) s (352)
Wu, P = 0, (3.53)
[Wua Wl/] = Z‘euupa'VVpPU' (354)

This will enable us to pick a suitable commuting ’spin’ operator. From the algebra of the generators
one finds that
P?=p,P* and W?=W,W* (3.55)

commute with all generators and therefore are invariants under Poincaré transformations. These
operators are the Casimir operators of the algebra and can be used to define the representations of
PJ_, for which we distinguish the following cases

p2=m2>0 p° >0

p2 =0 p° >0
=0
p2=m?2 >0 p° <0
p? =0 p® <0
p? <0

Only the first two cases correspond to physical states, the third case represents the vacuum, while the
others have no physical significance.

Massive particles: p?> = M? > 0, p° > 0.

Given the momentum four vector p* we choose a tetrade consisting of three orthogonal spacelike unit
vectors n;(p), satisfying

gy ()] (p) = —dij, (3.56)
ni(p)p. = 0, (3.57)

CuvpoP'nining = M ey (3.58)



Groups and their representations 22

We can write

W*(p) = Z W (p) n(p) (3.59)

(i.e. Wi(p) = =W -n;(p)).

Having made a covariant decomposition, it is sufficient to choose a particular frame to investigate
the coefficients in Eq. 3.59 The best insight in the meaning of the operators W is to sit in the rest
frame of the particle and put P* = (M, 0). In that case the vectors n;(p) are just the space directions
and W = (0, MJ) with components W* = (M/2)e”* M7*. The commutation relations

(W' (), W (p)] = i M €7 W (p), (3.60)
show that W /M can be interpreted as the intrinsic spin.

More generally (fully covariantly) one can proceed by defining S*(p) = W(p)/M and obtain

[5'(p), 5 (p)] = —iwwpaw@” = i7" Sk (p), (3.61)

ie. the S'(p) form the generators of an SU(2) subgroup that belongs to the maximal set of
commuting operators. Noting that

> (Si(p))2 = #W“ an ) (p (3.62)
and using the completeness relation
Zn? (p)ni (p) = — <g“” - pﬁ’:) ; (3.63)
one sees that 9
3 (Si(p))Q = —%. (3.64)

Thus W? has the eigenvalues —M? s(s + 1) with s = 0, 4
states thus can be labeled as

;55 1,.... Together with the four momentum

|M, s;p,ms), (3.65)

where E = \/p? + M2 and m; is the z-component of the spin —s < ms < +s (in steps of one).

The explicit construction of the wave function can be done using the D-functions (analogous as
the rotation functions). We will not do this but construct them as solutions of a wave equation to be
discussed explicitly in section 4

Massless particles: p?> = M? =0, p° > 0.

In this case a set of four independent vectors is chosen starting with a reference frame in which p* = pj
in the following way:

Po (", 0,0,[p%)), (3.66)
ni(po) = (0,1,0,0), (3.67)
na(po) = (0,0,1,0), (3.68)

s(po) (1,0,0,-1) (3.69)

such that in an arbitrary frame where the four vectors p, ni(p), no(p) and s(p) are obtained by a
Lorentz boost from the reference frame one has the property

€pvpostninhp” > 0. (3.70)
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The above does actually include the massive case. The vector W#(p) now can be expanded

WH(p) = W'(p) nf (p) + W?(p) nb (p) + Alp) p* + W*(p) s*(p), (3.71)

where W - p = 0 implies that W*(p) = —(M?/p - s) X(p). The algebra of W', W2 and X is derived
from the general commutation relations for [W,,, W, ], and gives

Whp),W?(p)] = iM>Xp), (3.72)
Ap),W'(p)] = iW3(p), (3.73)
Ap), W2(p)] = —iW'(p). (3.74)

We reproduce the algebra for the massive case with W3(p) = M A(p). But if M = 0 one has a
different algebra (Eq. 3.72 has a vanishing right hand side). This algebra is (for instance) isomorphic
to the one generated by rotations and translations in a 2-dimensional Euclidean plane (see exercises).
The eigenvalues of W' and W? (in that case corresponding to the translations) thus can take any
continuous values, implying continuous values for the spin (actually for Wi = M S%). We don’t know
of any physical relevance, however, and the eigenvalues of W' and W? are set to zero (corresponding
to the limit M — 0 for the WH#W,, eigenvalues of M? s(s + 1) — 0). Thus we have

P2 PF WH(p) = Ap) P*, W? (3.75)

as a commuting set with zero eigenvalues for P? and W?2. The meaning of A\(p) is most easily seen by
comparing for a momentum eigenstate

W(p) = A(p) Ip|
with 1
WO (p) = _gemjkMijpk =J-p
Thus

J-p

which is called the helicity. Note that angular momentum does not contribute to helicity as L-p = 0.
A massless particle, thus, is characterized by its momentum and the helicity,

(3.76)

P\, (3.77)
which can take any integer or half-integer value.
The vacuum: p* = 0.
This state is in physical applications nondegenerate and is denoted by
|0). (3.78)

One has P#|0) = W#|0) = 0 and the state is invariant under Lorentz transformations, U(A, a)|0) = |0).

Exercises

Exercise 3.1

Show that for a unitary operator U = expliayJ] with real coefficients «ay, the operators J; must
be hermitean. Show that if det(U) = 1, the trace of the operator Ji is zero (Convince yourself that
det(e?) = ™™ by diagonalizing A; note that the definition of e is e = 07 | A" /nl).
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Exercise 3.2

(a) Derive from the relation (valid for any vector a)

A(g-a)A™" = o Raa,
where A = exp(i ¢ - 0/2) = exp(i¢p o - 11/2), the relation
b-Rsa = b-acos¢+n-(bxa)sing+2(b-n)(a-n)sin’(¢/2)
= b-a+b-(axmn)sing—2(b-a—(b-n)(a-n)) sin?(¢/2)
for any vectors a and b.
Note: Recall (or derive) that the Pauli matrices o satisfy
TI‘(O'iO'j) = 251’]’;
TI"(U@O’jUk) =21 €ijk,
Tr(UiGjUkUl) =2 (5@' Ort — Oik 5]‘[ + 6i1 5]’]@) .
(b) Use the result under (a) to derive the matrix elements of a rotation around the z-axis and show

that it indeed represents the SO(3) rotation R4 = exp(i ¢ L,) in which the L. is one of the
(defining) generators of SO(3).

Excercise 3.3

Show that the Lie-algebra representations J = o /2 and J = —o*/2 are equivalent, i.e. show that

*

one matrix e exist such that efoe = —o*.

Excercise 3.4

Consider rotations and translations in a plane (two-dimensional Euclidean space). Use a 3-dimensional
matrix representation or consider the generators of rotations and translations in the space of functions
on the (x-y) plane. From either of these, derive the commutation relations and show that the algebra is
isomorphic to (i.e., there is a one to one mapping) the algebra in Eqs 3.72 to 3.74 of the Pauli-Lubanski
operators for massless particles.

Exercise 3.5 (optional)

One might wonder if it is actually possible to write down a set of operators that generate the Poincaré
transformations, consistent with the (canonical) commutation relations of a quantum theory. This is
possible for a single particle. Do this by showing that the set of operators,

H = +/p?c2+m?2ct,
P = p,
J = rxp+s,
1 P XS
K = — (rH+Hr)—t _.
202(7‘ + Hr) p+H+mc2

satisfy the commutation relations of the Poincaré group if the position, momentum and spin operators
satisfy the canonical commutation relations, [r?,p’] = i0% and [s?, 7] = ie”’* s*; the others vanish,
] = [ ) = [, 7] = [p', 7] = 0.

Hint: for the Hamiltonian, show first the operator identity [r, f(p)] = i V, f(p); if you don’t want to
do this in general, you might just check relations involving J or K by taking some (relevant) explicit
components.
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Just a comment: extending this to more particles is a highly non-trivial procedure, but it can be
done, although the presence of an interaction term V (71, r2) inevitably leads to interaction terms in
the boost operators. These do not matter in the non-relativistic limit (¢ — o0), that’s why many-
particle non-relativistic quantum mechanics is ’easy’.



Chapter 4

The Dirac equation

4.1 The Lorentz group and SL(2,C)

Instead of the generators J and K of the homogeneous Lorentz transformations we can use the
(non-hermitean) combinations

1
A = J(J+iK), (4.1)
1
B = J(J-iK) (4.2)
which satisfy the commutation relations
[AY AT = ieTRAR, (4.3)
(B, B] = iéekpk, (4.4)
[A", BT] = 0. (4.5)

This shows that the Lie algebra of the Lorentz group is identical to that of SU(2) ® SU(2). This tells
us how to find the representations of the group. They will be labeled by two angular momenta corre-
sponding to the A and B groups, respectively, (j,;j'). Special cases are the following representations:

Type I: (4,0) K=-iJ (B=0), (4.6)
Type IT: (0,7) K=iJ (A=0). (4.7)
From the considerations above, it also follows directly that the Lorentz group is homeomorphic

with the group SL(2,C), similarly as the homeomorphism between SO(3) and SU(2). The group
SL(2,C) is the group of complex 2 x 2 matrices with determinant one. It is simply connected and

forms the covering group of LL. It is easy to see that these matrices can be written as a product of a
unitary matrix U and a hermitean matrix H,

el otie. o) 2! UO) H(S)
M—ep<20 =26 ) {U(g)H(¢), (4.8)

with ¢ = ¢n and 6 = On, where we restrict (for fixed n the parameters 0 < 6 < 27 and 0 <
¢ < 00). With this choice of parameter-spaces the plus and minus signs are actually relevant. They
precisely correspond to the two types of representations that we have seen before, becoming the
defining representations of SL(2,C):

Type I (denoted M):  J = % K=—i % (4.9)

Type II (denoted 37):  J = % K = +i % (4.10)

26
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Let us investigate the defining (two-dimensional) representations of SL(2,C). One defines spinors §
and 7 transforming similarly under unitary rotations (UT = U1, U = (U")~! = U)

£ — UE, n— Un, (4.11)
U(0) =exp(i0-0/2)

but differently under hermitean boosts (H' = H, H = (H")~! = H~1), namely

& — HE, n—»ﬁr], (4.12)
H(¢) =exp(¢-0/2),
H(¢) = exp(—¢ -0 /2).

A practical boost for the spinors is the one transforming from the rest frame to the frame with
momentum p. With E = M~ = M cosh(¢) and p = MByn = M sinh(¢) n it is given by

_ -0\ _ ¢ e (¢ _M+E+o-p
H(p) = exp (T)_cosh (§>+0' nbmh<2>_—\/m, (4.13)

Also useful is the relation H?(p) = 6#p,/M = (E+ o - p)/M.
The sets of four operators defined by definitions

ot =(1,0), ot =(1,-o), (4.14)

satisfying Tr(c#* 6¥) = —2gH” and Tr(c* o¥) = 2g*, = 2§*” (the matrices, thus, are not covariant!)
can be used to establish the homeomorphism between LE_ and SL(2,C). The following relations for
rotations and boosts are useful,

Uota, U™t =o"Agay, Ho'a, H' = 0"Apa, (4.15)

Ué'a,U ' =é"Aga,, Hé'a,H ' =6"Apa,. (4.16)

Non-equivalence of M and M

One might wonder if type I and type II representations are not equivalent, i.e. if there does not exist
a unitary matrix S, such that M = SMS~!. In fact, there exists the matrix

€=io?, ("=¢ = =l = —¢), (4.17)

1

that can be used to relate 6#* = efote = e lote and hence

U* =¢'Ue =€ Uk, H*=cHe=¢'He. (4.18)

As already discussed for SU(2), the first equation shows that the conjugate representation with spinors
x* transforming according to —o*/2 is equivalent with the ordinary two-dimensional representation
(Lex* transforms according to o/2). This is not true for the two-component spinors in SL(2,C) or
LE_. Eqs 4.18 show that +e£* transforms as a type-II (1) spinor, while £en* transforms as a type-I
spinor. This shows that M™* ~ M.

Note that M* = el Me has its equivalent for the Lorentz transformations A(M) and A(M*).
They are connected via A(M*) = A1 (e)A(M)A(e) within Ll because io? = U(ry) showing that
e € SL(2,C) and, thus, A(e) € LE_. The Lorentz transformations A(M) and A(M™*), however, cannot
be connected by a Lorentz transformation belonging to LE_. One has

AM*) = I, A(M) I, (4.19)
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where

I = (4.20)

cor~o
=
—

— o oo

1
0
0
0
The matrix I does not belong to LE_, but to L. Thus M* and M are not equivalent within SL(2,C).

4.2 Spin 1/2 representations of the Lorentz group

Both representations (0, 1) and (%,0) of SL(2, C) are suitable for representing spin 1/2 particles. The
angular momentum operators J¢ are represented by o? /2, that have the correct commutation relations.
Although these operators cannot be used to label the representations, but rather the operators W¢(p)
should be used, we have seen that in the rest frame W(p)/M — J¢ and the angular momentum
in the rest frame is what we are familiar with as the spin of a particle. We also have seen that
the representations (0, %) and (%,0) are inequivalent, i.e. they cannot be connected by a unitary
transformation. Within the Lorentz group, they can be connected, but by a transformation belonging
to the class Pi, as we have seen in section 4.1. The representing member of the class P! is the parity
or space inversion operator I,. A parity transformation changes a* into a*, where a = (a°,a) and
a = (a°,—a). It has the same effect as lowering the indices. This provides the easiest way of seeing
what is happening, e.g. € will change sign, the a*/ elements of a tensor will not change sign.
Examples (with between brackets the Euclidean assigments) are

r — -T (vector),
t — (scalar),
p — —Pp (vector),
H — H (scalar),
J — J (axial vector),
A(p) — —Ap)  (pseudoscalar),

K — -K (vector).

The behavior is the same for classical quantities, generators, etc. From the definition of the represen-
tations (0, 3) and (3,0) (via operators J and K) one sees that under parity
(0,

) — (

1 1
— —=,0). 4.21

2) — (5.0) (421)
In nature parity turns (often) out to be a good quantum number for elementary particle states. For the
spin 1/2 representations of the Poincaré group including parity we, therefore, must combine the rep-

resentations, i.e. consider the four component spinor that transforms under a Lorentz transformation

()= 00 ) (),

where M(A) = eM*(A)e~! with € given in Eq. 4.17. For a particle at rest only angular momentum
is important and we can choose £(0,m) = 1n(0,m) = xm, the well-known two-component spinor for a
spin 1/2 particle. Taking M (A) = H(p), the boost in Eq. 4.13, we obtain for the two components of
u which we will refer to as chiral right and chiral left components,

UR H(p) 0 Xm
u(p,m) = [ ] = [ o ] [ ] , (4.23)
ur, 0 H(p) Xm
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with
_  E+M+o-p
H(p) = AT (4.24)
Ap) = ZEMTP g, (4.25)

V2M(E + M)

It is straightforward to eliminate x,, and obtain the following constraint on the components of u,

0 H?(p) uR UR
= , (4.26)
H=2(p) 0 ur uL
or explicitly in the socalled Weyl representation
—M E+o-p UR
=0,, (4.27)
E—-o-p -M U,

which is an explicit realization of the (momentum space) Dirac equation, which in general is a linear
equation in p*,
(P = M)u(p) = (p—M)ulp) =0, (4.28)

where v# are 4 x 4 matrices called the Dirac matrices.
As in section 2 we can use p,, = i0,, to get the Dirac equation for 1 (x) = u(p)e *P"* in coordinate
space,
(i7" 0y — M) () = 0, (4.29)
which is a covariant (linear) first order differential equation.
The general requirements for the v matrices are easily obtained. Applying (iv*9,, + M) from the
left gives
(v"4"0,0, + M?) ¢p(z) = 0. (4.30)

Since 0,0, is symmetric, this can be rewritten

(5 0" 0,0,+ 042 ta) =o. (431)

To achieve also that the energy-momentum relation p? = M? is satisfied for u(p), one must require
that for ¢(z) the Klein-Gordon relation (O + M?) ¢ (x) = 0 is valid for each component separately).
From this one obtains the Clifford algebra for the Dirac matrices,

o =2g", (4.32)

suppressing on the RHS the identity matrix in Dirac space. The explicit realization appearing in
Eq. 4.27 is known as the Weyl representation. We will discuss another explicit realization of this
algebra in the next section.

We first want to investigate if the Dirac equation solves the problem with the negative densities
and negative energies. The first indeed is solved. To see this consider the equation for the hermitean
conjugate spinor 9! (noting that '7(1; =~ and ’yj = —;),

oy (—ivo o+iv 9 M) =0. (4.33)

Multiplying with v on the right and pulling it through one finds

¥(z) (W 9, +M> —0, (4.34)
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levels hole

Figure 4.1: The Dirac sea of negative energy states and antiparticles.

for the adjoint spinor 1) = 1¥T~. From the equations for v and 1) one immediately sees that

J* =Pyt (4.35)
is a conserved probability current (exercise!). The density
3% =979 = iy (4.36)

is indeed positive and j° can serve as a probability density.
The second problem encountered before, the one of the negative energy states, remains. This can
most easily be seen in the particle rest frame, where

Ppop =My —  Ey =My (4.37)
Using the explicit form of 4° in the Weyl representation (see Eq. 4.27), one sees that there are two
positive and two negative eigenvalues, E = +M (twice) and E = —M (twice),

This problem was solved by Dirac through the introduction of a negative energy sea. Relying on
the Pauli exclusion principle for spin 1/2 particles, Dirac supposed that the negative energy states
were already completely filled and the exclusion principle prevents any more particles to enter the sea
of negative energy states. The Dirac sea forms the vacuum.

From the vacuum a particle can be removed. This hole forms an antiparticle with the same mass,
but with properties such that it can be annihilated by the particle (e.g. opposite charge). We will see
how this is properly implemented (also for bosons!) when quantizing fields.

4.3 General representations of v matrices and Dirac spinors
The general algebra for the Dirac matrices is
{9y =29 (4.38)

Two often used explicit representations are the following: The standard representation:

1 0 . 0 k

The Weyl (or chiral) representation:

0 1 . 0 —oF
70=p1®1:[1 0], ’yk:—zp2®ak=[ Eog ] (4.40)
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Different representations can be related to each other by unitary transformations,

Y — SvST, (4.41)
v — SY. (4.42)

We note that the explicit matrix taking us from the Weyl representation to the standard representation,
(Yu)s.r. = S(vu)w.r S~ s
1

V2 il —1
For all representations one has
7 = Y0770, (4.44)

and an adjoint spinor defined by _
b =1l (4.45)

Another matrix which is often used is 75 defined as

1 €uvpo

Y =777 = —iyon s = =Y (4.46)
It satisfies {75,7*} = 0 and explicitly one has
R . 01 3 . 1 0
(15)s.r. =p @1 = [ 1 0 | (v5)w.r. =p° @1 = 0 -1 |- (4.47)

For instance in the Weyl representation (but valid generally), it is easy to see that

(1+75) (4.48)

N =

Pr/p =

are projection operators, that project out chiral right/left states, which in the case of the Weyl
representation are just the upper and lower components.

Parity

There are a number of symmetries in the Dirac equation, e.g. parity. It is easy to convince oneself
that if ¢»(z) is a solution of the Dirac equation,

(ip — M) p(z) =0, (4.49)

one can apply space inversion, = (¢,x) — & = (¢, —x) and via a few manipulations obtain again the
Dirac equation
(ip — M) ¢P(z) = 0, (4.50)

but with ¢¥”(z) = n, 70 ¢¥(Z) (Exercise 4.5). Note that we have (as expected) explicitly in Weyl
representation in Dirac space

w:[f]] 2, WZA’%:[Z]' (4.51)

Charge conjugation

The existence of positive and negative energy solutions implies another symmetry in the Dirac equa-
tion. This symmetry does not change the spin 1/2 nature, but it does, for instance, reverse the charge
of the particle. As with parity we look for a transformation, called charge conjugation, that brings
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1 — ¢, which is again a solution of the Dirac equation. Starting with (i@ — M) ¥ (x) = 0 we note
that by conjugating and transposing the Dirac equation one obtains

(iv"7 0, + M) % (x) =0, (4.52)

In any representation a matrix C exist, such that

CriC™' = =y, (4.53)
e.g.
2.0 1o 2 0 —ic* ) ([ 0 —e¢
(C)S~R~ = W = ®o" = [ _Z'O.Q 0 - —€ 0 ) (454)
;2
_ .20_ .3, 2 [ —ic® 0 [ —€ O
(Clw.r. = v’y =—ip’®0° = [ 0 io? ] = { 0 e ] (4.55)
Thus we find back the Dirac equation,
(i — M) ¢°(z) = 0. (4.56)
with the solution .
P(z) =n.CY (), (4.57)

where 7, is an arbitrary (unobservable) phase, usually to be taken unity. Some properties of C are
C~' = Cf and CT = —C. One has ¢ = —¢TC~!. In S.R. (or W.R.) and all representations
connected via a real (up to an overall phase) matrix S, C is real and one has C~! = 0T =0T = —C
and [C,~s] = 0. The latter implies that the conjugate of a right-handed spinor, 5, is a left-handed
spinor. Explicitly, in Weyl representation we find in Dirac space

_ 5 i) c __ _T_ _677*
¢_[n] W =CP _[ e ] . (4.58)

4.4 Plane wave solutions

For a free massive particle, the best representation to describe particles at rest is the standard repre-
sentation, in which 7 is diagonal (see discussion of negative energy states in section 4.1). The explicit
Dirac equation in the standard representation reads

iZ-M -V

Y(x) =0. (4.59)
. .9

—io -V —ig — M
Looking for positive energy solutions o exp(—iEt) one finds two solutions, 1 (z) = u*(p) e ™' 7*, with
E = E, = +/p? + M2, where u satisfies

E,—-M —o-p
[ ] u(p) =0, & (p — M)u(p) = 0. (4.60)
o-p —(Ep,+ M)

+s

There are also two negative energy solutions, 1 (z) = v%(p) e??®, where v satisfies

—(Ep+ M) o-p

] v(p) =0, & (p+ M)v(p) =0. (4.61)
—o-p (Ep - M)
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Explicit solutions in the standard representation are

0'p _
Xs B, 1M Xs
u(p,s) = Ep+ M op , v(p,s) =vE,+ M , (4.62)
E, 1+ Xs Xs

where y; are two independent (s = +) two-component spinors.. Note that the spinors in the negative
energy modes (antiparticles) could be two different spinors. Choosing ¥ = —ex™* (the equivalent spin
1/2 conjugate representation), the spinors satisfy Ca” (p,s) = v(p, s) and C o7 (p,s) = u(p,s). The
solutions are normalized to

a(p, s)u(p,s’) = 2M ds4, o(p, s)v(p,s’) = —2M b, (4.63)
ﬂ(pv S)U(pa S ) - ’U(pa S)u(pa S/) = 07 (464)
ul(p, s)u(p, ') = vf (p, s)v(p,s') = 2F, b5 (4.65)

An arbitrary spin 1/2 field can be expanded in the independent solutions. After separating positive
and negative energy solutions as done in the case of the scalar field one has

3
_ Z/(z;)gikwk (ulk, 5) e~ ¥ bk, 5) + v(k, 5) € ¥ d* (K, 5)) . (4.66)

It is straightforward to find projection operators for the positive and negative energy states

P, = EU(pé)]\?;(p,S):ﬁ;rMM’ (4.67)
v(p, $)v(p, s —-p+ M
Po= -y (p 2)M(p ) _ ’;M . (4.68)

S

In order to project out spin states, the spin polarization vector in the rest frame is the starting
point. In that frame is a spacelike unit vector s# = (0, §). In an arbitrary frame one has s-p = 0 and
s(p) can e.g. be obtained by a Lorentz transformation. It is easy to check that

(4.69)

ldysd 1 ( 1+o-5 0
2 2

Py = 9 0 l1Fo-5

(the last equality in the restframe and in standard representation) projects out spin +1/2 states (check
this in the restframe for § = 2).

Note that for solutions of the massless Dirac equation gip = 0. Therefore, v5p10 = 0 but also pysv
= —v5p = 0. This means that in the solution space for massless fermions the chirality states,

1
YRr/L = B (I £v5) %, (4.70)
are independent solutions. In principle massless fermions can be described by two-component spinors.
The chirality projection operators replace the spin projection operators which are not defined (by lack
of a rest frame).

Explicit examples of spinors are useful to illustrate spin eigenstates, helicity states, chirality,
etc. For instance with the z-axis as spin quantization axis, one has in standard representation:

E+M
1 0 E+M
L H1/2) = ——— , ,—1/2 , 4.71
u(p+/) \/m 1p3 , u(p /) \/ﬁ p —’Lp ( )
p +ip
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—-p
1 —p' —ip?
+1/2 , —1/2) = ———
E —|— M 0
(4.72)
Helicity states (p along %) in Standard representation are:
vE+ M 0
_ _ 0 _ _ vVE+M
0 —VE-—-M
0 —VE—-—M
E—-M 0
v(p, A\ = +1/2) = 0 , v(ip, A= —-1/2) = _VETH (4.74)
vVE+M 0

By writing the helicity states in Weyl representation it is easy to project out righthanded (up-

per components) and lefthanded (lower components).

One finds for the helicity states in Weyl

representation:
VE+ M +VE—-M 0
1 0 1 | VE+M-VE-M
0 VE+M++E—-M
0 —~VE+M—-vVE-M
1 VE+M—-+E-M 1 0
v(p,)\:+1/2):ﬁ 0 ,v(p,)\:—l/Q):ﬁ +VEFTM—-VE=-M
—VE+M—-+E-M 0

Also for helicity states C @’ (p,A) = v(p, \) and C @’ (p,\) = u(p, A). We note that for high energy
the positive helicity (A = +1/2) is in essence righthanded, while the negative helicity (A = —1/2)
is in essence lefthanded. The ratio of the components is (directly or inversely) proportional to

VE+M-VE-—M oM M<E M

VEXTM+VE—M

VE+M+VE—M)?

2E’

which vanishes in the ultra-relativistic limit £ > M or in the massless case.

4.5 ~ gymnastics and applications

An overview of properties can be found in many text books. Some elementary properties are:

Properties of products of y-matrices:

L) yHy, =4

2) Yy Y = —24.

3) Y7 Y = 49”7 or Yy, = 4a-b.
4) VAT = =297 7’)7

—29" or Yy, =

VA AN O

(1)

(2)

(3)

(4)

(5) vy "0y w—2[v YAAP + 4Py ).
(6) v5 = i 7YYV = =i €upeyt Py [4L
(7) Vs = V5V = Zeuup07 pyp,\/d/gl

(8) o = (1/2) [ 1]

( ) JMV"/S = V50uw = 6uupa’7 0 /2

(10

(11

) 1 = g — i

)y 7p = SHVPT G eMVPT s with SHVPT = (ghV gPo -

9"79" + ¢"7g"").
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Properties of traces of y-matrices

(1) Tr(y#r -+ 4#n) = 0 if n is odd.

(Use (75)% = 1 and pull one 75 through.)

(2) Tr(1) = 4.

(3) Tr(y*y") =4 g* or Tr(4§) =4a-b.

(4) Tr(y977P77) = 4 §1weo,

(5) Tr(’y“l ""Y”") = gmmTr(fyus ""Y”") - g,ul,usTr(,ymfymx "’Y”") +
(6) Tr(ys) = 0

(7) Tr(ysy*yY) = 0 or Tr(ysaf) = 0.

(8) Tr(ysyHy¥yPy?) = —dielro.

(9) Tr(fyltl .. .fymn) = Tr(ry,tmn ce 7#1).

(Use matrices C to transpose the matrices in the expression under the trace and use Tr AT = Tr A.)

In order to show the use of the above relations, we will give one example, namely the calculation
of the quantity

L (k, k') = % Z (a(k, s)y u(k', s")" (u(k, s)y u(k',s")), (4.75)

which appears in quantum electrodynamics calculations (see Chapter 10) for the emission of a photon
from an electron changing its momentum from k to k¥’ (k? = k’> = m?). In principle one can take a
representation and just calculate the quantity @(k, s)y*u(k’,s’), etc. It is, however, more convenient
to use the projection operators introduced earlier. For this we first have to prove (do this) that

(a(k, s)y u(k', )" = a(k', s )y u(k, s), (4.76)
This leads with explicit Dirac indices to
1
L = D) Z ﬂi(k/, sl)(lyu)ijuj(kv s)uk(k, 5)(7u)klul(k/7 SI)

s,s’

= S K, )0 ik, ) (ks )

= SO+ O+ m)i(r

= ST w4 m)]

The trace is linear and can be split up in parts containing traces with up to four gamma-matrices, of
which only the traces of four and two gamma-matrices are nonzero. They lead to

1
L = 3T [(F" +m)y" (k +m)y"]
= 2[k'K" + kK" — g" (k- K —m?)]
2KME"Y + 2K K" + (b — K')? g, (4.77)

Exercises

Excercise 4.1

Prove Eq. 4.13,

B -0\ M+E+o-p
H(p)—eXp( 5 )— BT

where E = M~ = M cosh(¢) and p = M pyn = M sinh(¢) n. Do this e.g. by proving
H*(p)=exp(¢p-0)=(E+0o-p)/M=5"p,/M.
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Exercise 4.2

Show that j# = ¢y*4) is a conserved current if ¥ en v are solutions of the Dirac equation

Exercise 4.3

Show that in

Z u(p,s)ﬂ(p, S) — ]6+M

P
+ oM oM

s=+1/2
both sides are projection operators. Show that the equality holds, e.g. by letting them act on the four
basis spinors u(p, s) and v(p, s).
Exercise 4.4

Show starting from the relation {v,,7,} = 2g,, that

7N¢"7N = =24,
Te(df) = 4a-b,
Tr(y#t - 4F") = 0 ifnisodd

Excercise 4.5

Apply space-inversion, z — Z, to the Dirac equation and use this to show that the spinor ¥?(z) =
Yot (&), where T = (¢, —) is also a solution of the Dirac equation.

Exercise 4.6
(a) Show that (in standard representation)
jO (kT)Xm

P(z,t) =N e P
ZE-i-LM o7 j1(kr)xm
is a solution of the (free) Dirac equation. In this solution the wave number k = |k| = vV E? — M?
and x,, a two-component spinor while jo and j; are spherical Bessel functions.

Note: use first the appropriate equation (which?) that is obeyed by each individual component
of the Dirac equation to show that the upper two components are allowed solutions.

(b) Next, we want to confine this solution to a spherical cavity with radius R. A condition for
confining the fermion in the cavity is i 41 = ¢. Show that this condition is sufficient to guarantee
that n,j* = 0, i.e. there is no current flowing through the surface of the cavity.

Note: To prove this, you need to determine the corresponding confinement condition for 9. The
conditions for ¢ and v imply that n,j* = ¥pp = 0.

(¢) Apply the confinement condition to find the lowest eigenmode in the spherical cavity for which
n* = (0,7). Calculate it for MR =0, MR = 1.5 and M — oo.

(d) Plot for these cases the vector densities )Ty and the scalar densities ¥1) as a function of r/R.



Chapter 5

Maxwell equations

5.1 The electromagnetic field
With the electromagnetic field tensor

Fr o = QRAY — 9V AF (5.1)
0 -E' -E? —E°
E' 0 -B® B?

E? -B? B! 0
where A* is the four-vector potential

AP = (¢, A), (5.3)
and the (conserved) current j# = (p, j) the Maxwell equations read

O FM = jv. (5.4)
Furthermore, the antisymmetry of F*¥ implies that

BF™ =0 or  O\Fu +8,F\ +0,Fy, =0, (5.5)

where F# = —3€eMP7 F,, is the tensor where E — B and B — —E. It states the absence of magnetic

charges and Faraday’s law.
For electrodynamics one has the freedom of gauge transformations. Under a gauge transformation

Ay — A+ 0ux; (5.6)
the electric and magnetic fields are unchanged,
Fuy — Fuy + (0400 x = 000,x) = Fiuw- (5.7)
The equations of motion for the fields A, become
04, — 0,(0,A") = j,. (5.8)

This equation is not affected by a gauge transformation. The gauge freedom can be restricted by
imposing the Lorenz condition
0, A" =0, (5.9)

in which case one has
OA, = ju, (5.10)
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of which the solutions give the Liénard-Wiechert potentials. The equation in vacuum, OA, = 0,
moreover, shows that the electromagnetic fields correspond to massless particles.

Although the Lorenz condition is a constraint, it does not eliminate the freedom of gauge trans-
formations but they are now restricted to A, — A, + d,x with Ox = 0. The Lorenz condition can
be incorporated by changing the equations of motion to

0A4, + (A —1)0,(0,A4") = j,. (5.11)
Taking the divergence one has for a conserved current and A # 0 the condition
00,A" =0. (5.12)

Hence, if 9, A" = 0 for large times |t|, it will vanish at all times. This is not changed if in Eq. 5.11
the d’Alembertian is replaced by O + M?2, corresponding to a massive field.
The solutions of (0 + M?)A,, = 0 are

A(x) = e, (k) P, (5.13)

The Lorenz condition 9, A* = 0 implies that k* ¢, (k) = 0. In the restframe there are three independent
possibilities for €,(k), namely (0,€yx), where the vectors €y are the ones discussed in section 3.2,
forming the basis for a spin 1 representation. The vectorfield is therefore suited to describe spin 1.
In an arbitrary frame eff‘)(k) with A = 0,4(1) are obtained by boosting the restframe vectors. The
(real) field A, (z), expanded in modes is given by

Z / 2m) 32E (/\)(k) “kT (K, ) +€(A)*(k) pik-e c*(k:,)\)) ' (5.14)

Since the vectors eff‘) (k) together with the momentum k* form a complete set of four-vectors, one has

. k.k,
Z eff)(k) e,(j)‘) (k) = —guw + ]l\L/[? ) (5.15)
A=0,+

For M = 0, there is still a gauge freedom left (4, — A, + 0,x with Ox = 0). One possible choice
is the gauge
Ap=0 (5.16)
(radiation, transverse or Coulomb gauge). In that case one also has V-A = 0 or k; ¢;(k) = 0. Therefore
if k* = (|k[,0,0,|k|), only two independent vectors remain

B (k) = (0,F1,—i,0), (5.17)

corresponding to the helicity states A = £1 of a massless photon. R
Note that via parity transformation one obtains another solution, AF (z) = A, (%), while the fact
that the Minkowski space is real implies that Ag(x) = Ay (z) = Au(z).

5.2 The electromagnetic field and topology*

The electric and magnetic fields E and B as appearing for instance in the Lorentz force on a moving
charge,
F=c¢cE+evxB (5.18)

are gauge invariant, while the electromagnetic field A, is not. Nevertheless the significance of A,
is shown in the Aharonov-Bohm experiment. In this experiment an observable phase difference is
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AX

(infinitely)
4 long solenoid

Figure 5.1: The Aharonov-Bohm experiment

measured for electrons moving through field-free space (E = B = 0 but A, # 0), illustrated in
fig. 5.1. The phase difference between the electrons travelling two different paths is given by
a a Azxd
)=2T— = — ~ — —
"XTAxT T X
or Az = (LX/d)d. This causes an interference pattern as a function of Az. In the presence of an
electromagnetic field A, an additional phase difference is observed. This occurs in the region outside
the solenoid, where A, # 0, but where E = B = 0. To be precise,

Br -

Tnside solenoid: B = B % A= 77" &

By Bz
(-2 2%
< 2 ) 2 ) > ?
BR? .
Outside solenoid: B=0 A= 2]:

[ BR?y BR%x 0
- 2r2 7 2r2 )7

where 7 = (cos ¢, sin ¢, 0) and ¢ = (— sin ¢, cos ¢, 0). The explanation of the significance of the vector
potential A for the phase of the electron wave function is found in minimal substitution

wocexp<%p-r) — exp(%(p—eA)-r)

zexp(—i%A-r)exp<%p~r>.

The phase difference between the two paths of the electron then are given by

e e e
e e e
_ﬁ/(vXA)-ds_ﬁ/B-ds_ﬁcb, (5.19)

where @ is the flux through the solenoid. This phase difference is actually observed.

The situation, nevertheless, may look a bit akward. It is however, nothing more than a manisfes-
tation of a nontrivial vacuum (a la the Dirac sea for fermions). The energy density %(E2 +B?*) =0
(hence a vacuum), but A # 0 (hence there is structure in the vacuum).

Indeed when one considers the A-field in the example of the Aharonov-Bohm effect outside the
solenoid, it can be obtained from the situation A = 0 by a gauge transformation,

_ BR?
)

A=Vyx with X ¢ (5.20)
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u(1) S (space with solenoid)

a8 .
v class0
TN e

I—Il(S) =7 class 2

Figure 5.2: The topology of the space in the Aharonov-Bohm experiment, illustrating also that the
group structure of the mapping of U(1) into this space is that of the group of integers

(¢ being the azimuthal angle). This situation that A can be written as Vy is always true when V x A
= 0. The observable phase going around in general is

_e _6 _6 =27
Aé—ﬁ]{A-dr—ﬁy{Vx-dr—g x|¢:0 .

The function x in Eq. 5.20, however, is multivalued as ¢ = 0 and ¢ = 27 are the same point in space.
If this would be be happening in empty space one would be in trouble. By going around an arbitrary
loop a different number of times the electron wave function would acquire different phases or it would
acquire an arbitrary phase in a point by contracting a loop continuously into that point. Therefore
the gauge transformation must be uniquely defined in the space one is working in, implying that it
must be single-valued!.

Now back to the Aharonov-Bohm experiment. The difference here is that we are working in
a space with a ’defect’ (the infinitely long solenoid). In such a space loops with different winding
number (i.e. the number of times they go around the defect) cannot be continuously deformed into
one another. Therefore space outside the solenoid doesn’t care that y is multi-valued. The Aharonov-
Bohm experiment shows a realization of this possibility.

Another situation in which the topology of space can be used is in the case of superconductors.
Consider a superconductor, forming a simple (connected) space. Below the critical temperature the
magnetic field is squeezed out of the superconducting material, organizing itself in tiny flux tubes
(Abrikosov strings), minimizing the space occupied by B fields. The only way for flux tubes to be
formed and move around without global consequences is when each flux tube contains a flux ® such
that Ad = (e/h)® = n - 27, giving no observable phase?.

IThe occurrence of nontrivial possibilities, i.e. nonobservable phases ¢ = 2w n, has been employed by Dirac in
constructing magnetic monopoles in electrodynamics
2 Actually, the relevant charge turns out to be 2e because the electrons appear in Cooper pairs
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Exercises

Exercise 5.1

Show that Egs. 5.4 and 5.5 explicitly give the equations

V.- E =p,
OF
B=j+—
V x g—i—at,
0B
E+—=0
V x +8t ,

V-B=0.
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Chapter 6

Classical lagrangian field theory

6.1 Euler-Lagrange equations

In the previous chapter we have seen the equations for scalar fields (Klein-Gordon equation), Dirac
fields (Dirac equation) and massless vector fields (Maxwell equations) and corresponding to these
fields conserved currents describing the probability and probability current. These equations can be
obtained from a lagrangian using the action principle.

As an example, recall classical mechanics with the action

t2

S = dt L(z, ) (6.1)
t1
and as an example the lagrangian
1
L(z,i) =K -V = §m¢2 — V(). (6.2)

The principle of minimal action looks for a stationary action under variations in the coordinates and
time, thus

t'=t+ 0T, (6.3)
o' (t) = x(t) + Sz (), (6.4)

and the total change
2 (t) = x(t) + Ax(t), (6.5)

with Axz(t) = dz(t) + ©(t) 67. The requirement §5 = 0 with fixed boundaries x(t1) = x1 and x(t2) =
o leads to

ta

ta
0S = / dt 8—L6x+8—l,151t + Lot
. ox 0%

ty

& oL d (0L oL 2
= dt §=———= (=) ;9 — 0 Lo 6.6
[ a5 -7 (%) o (Goram)], (09
The first term leads to the Euler-Lagrange equations,
d (0L oL
— (=)= = .7
dt <8x) Ox (6.7)
The quantity 0L/0% plays a special role and is known as the canonical momentum,
oL
=—. 6.8
P=5 (6.8)
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For the lagrangian specified above this leads directly to Newton’s law p = mi = —9V/0dx. The second

term can be rewritten as .
2

, (6.9)

t1

oS =...+ (8—I,JAm—H5T>
0%

which is done because the first term (multiplying Az, which in classical mechanics vanishes at the
boundary) does not play a role. The hamiltonian H is defined by

H(p,x)=pz—L. (6.10)

One sees that invariance under time translations requires that H(¢1) = H(t2), i.e. H is a conserved
quantity.

In classical field theory one proceeds in complete analogy but using functions depending on space
and time (classical fields, think for instance of a temperature or density distribution or of an electro-
magnetic field). Consider a lagrangian density - which depends on these functions, their derivatives
and possibly on the position, Z(¢(x), 0u¢(x), ) and an action

12

Stol = [ at L= [ ara’s 2(6(0),8,0(0)) = /R d'e L(6(2),0,6(x)). (6.11)

t1

Here R indicates a space-time volume bounded by (R3,t;) and R3 t), also indicated by R (a
more general volume in four-dimensional space-time with some boundary dR can also be considered).
Variations in the action can come from the coordinates or the fields, indicated as

't = ot 4 St (6.12)
¢'(@) = o)+ 0d(x) (6.13)
or combined
¢'(a') = ¢(z) + Ag(x), (6.14)
with
Ag(z) = 6p(x) + (0p¢)dx". (6.15)
The resulting variation of the action is
58 = / d's’ L(¢, 0.4 ,2") — / d*r L(¢,0,0, ). (6.16)
R R

The change in variables  — 2’ in the integration volume involves a surface variation of the form

do,, &L dzt.
OR

Note for the specific choice of the surface for constant times ¢; and to,

/ dau...:/ d%...—/ Bx ... (6.17)
AR (R3,t2) (R3,t1)

Furthermore the variations §¢ and §8,,¢ contribute to 45, giving'

B A 6L
6S = /Rdx[—d(am)é(am)jt—w 5¢}+/(9Rd%$5x“
_ 4y |92 (ﬁ)] {ﬂ
/Rdx{&b Oy 50,9) 5¢+/8Rdau 5(8ﬂ¢)5¢+$5w. (6.18)

I Taking a functional derivative, indicated with §F[¢]/d¢ should pose no problems. We will come back to it in a bit
more formal way in section 9.2.
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With for the situation of classical fields all variations of the fields and coordinates at the surface
vanishing, the second term is irrelevant. The integrand of the first term must vanish, leading to the

Euler-Lagrange equations,
0L 0L
o (e7) = 5 (€19)
6.2 Lagrangians for spin 0, 1/2 and 1 fields

By an appropriate choice of lagrangian density the equations of motion discussed in previous chapters
for the scalar field (spin 0), the Dirac field (spin 1/2) and the vector field (spin 1) can be recovered,

The scalar field

It is straightforward to derive the equations of motion for a real scalar field ¢ from the following
lagrangian densities, which differ only by surface terms,

¢ = % ) pOH ¢ — %MQ @? (6.20)
1
= -3 ¢ (0,0" + M?) ¢, (6.21)
leading to

(O + M?)p(x) = 0. (6.22)

For the complex scalar field one conventionally uses
L = 0,00t — Mt (6.23)
= —¢* (0,0" + M?) ¢, (6.24)

which can be considered as the sum of the lagrangian densities for two scalar fields ¢; and ¢o with ¢
= (¢1 +ip2)/v/2. One easily obtains

(O 4 M?)p(z) = 0, (6.25)
(O 4 M?)¢*(x) = 0. (6.26)

The Dirac field

The appropriate lagrangian from which to derive the equations of motion is

N | .
N | .

L = TPe-MP =Ty 3T Y- My (6.27)
= (i — M), (6.28)

where the second line is not symmetric but in the action only differs from the symmetric version by
a surface term (partial integration). Using the variations in ¢ (in the symmetric form),

L i,
som 2

5. i -

ﬁ = 5591&—1\/[%

one obtains immediately

(i ? —M) =0, (6.29)
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and similarly from the variation with respect to

¥ (z D) +M> = 0. (6.30)

It is often useful to link to the two-component spinors ¢ and 1 which we started with in chapter 4, or
equivalently separate the field into right- and lefthanded ones. In that case one finds trivially

L= STRi P Ynt 3P0 P vu— M (Tris + VL) (6:31)
showing e.g. that the lagrangian separates into two independent parts for M = 0.
The mass term in the Dirac lagrangian 6.31 rewritten in terms of £ and 7 is
% (Dirac) = —M (g*n + n*g) . (6.32)
There exists a different possibility to write down a mass term with only one kind of fields, namely?
Zu(Majorana) = —|—% (M nten® — M* nTen) . (6.33)

Since the kinetic term in £ separates naturally in £ and 7, it is possible to introduce 'real’ spinors
or Majorana spinors that satisfies T = Y. The spinor to be used satisfies

TC=7T and TszL:[g] = T;[_En” ] (6.34)

for which no = eng. We note that

Wi = (L) =Cr = [ - ] =Tk (6.35)
Rewriting the Majorana mass term in Eq. 6.33 in terms of 11, and 9} one finds
1 - . o 1 —Ic * c
$:§¢LZ@¢L—§(M¢E¢L+M IR (6.36)

Note actually that using the following relations for Majorana spinors, T4 = Y1 and T¢ = Tg,
the Majorana lagrangian is actually almost of the same form as the Dirac mass term,

1=.% 1 S . —
fiZTlﬁT—§(MTRTL+M TLTR). (6.37)
Note the factor 1/2 as compared to the Dirac lagrangian, which comes because we in essence use
‘real’ spinors. The Majorana case is actually more general, since a lagrangian with both Dirac and

Majorana mass terms can be rewritten as the sum of two Majorana lagrangians after redefining
the fields (See e.g. Peshkin and Schroeder).

Vector field

From the lagrangian density
1 v Lo w A Y2
<z = ~1 E, "+ 3 M=V, V- 5 (0,V") (6.38)

_ % V(0 + M2)gu, — (1— N)D,0,] V", (6.39)

2This term is written down with 1 being an anticommuting Grassmann number for which
O{ﬁ = _ﬁa7
(aB)" = a" = —a"p",

and thus (8*a)* = a*B8 = —Ba*. The reasons for Grassmann variables will become clear in the next chapter.
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one immediately obtains

5(222;/) = —O*VY +9"VH — X gt (0,V"),
leading to the equations of motion
(O+ M?) VF — (1 - X" (0,V") =0, (6.40)
implying
O F"™ + M?*VY=0 and  9,V*=0. (6.41)

6.3 Symmetries and conserved (Noether) currents

For quantum fields (¢ operator!) and in the case of the existence of symmetries variations at the
surface become important. In the first case it is not possible to specify for instance ¢ and ¢ on the
surface o1. Also when the lagrangian is invariant under symmetries one can consider variations at the
initial or final surface that do not affect the dynamics. Returning to 4.5 the surface term is rewritten
to

_ [ 0z _[ﬂ v — w] }
08 /Rdx...—i—/aRdou{(s(auqs)A¢ 5(8#¢)a¢ Zg" | oz,
E/ dz —|—/ dau{ﬂAqS—@‘“’(x)&vu}, (6.42)
R oR

5(0u¢)

where 5.
or = " — Lgh”. 6.43
5o T (049

The variation S thus can be expressed as
5S = Flo)— Flos) = [ doy J*(x) = / e 90" (x), (6.44)
OR R

with 5.
JHx) = ———— Ad + O (2)dx, . 6.45
(@) = ~ 5.7 A0+ 0" (@) (6.15)

Thus considering OR = 03 - 01 with o = (R3,t), the presence of a symmetry that leaves the lagrangian
invariant, requires the presence of a conserved quantity, F'(t;) = F(t2), which is the space-integral
over the zero-component of a conserved current, 9, J*(z) = 0,

Ft) = / P I, b), (6.46)

In the case of quantum fields, discussed in the next chapter, these conserved quantities become
operators, which in a consistent picture precisely generate the symmetries.
As an example consider U(1) transformations of the Dirac field proportional to the charge e,

Y(x) — et Mp(x) or AY(x) =ieA(x). (6.47)
From the lagrangian for the Dirac field, we obtain (since dz* = 0), omitting the parameter A

_H:_&Z._,—i_&i”._i
) ooy )~ gy iev)

= eyp. (6.48)
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For the complex scalar field the U(1) transformations leave the lagrangian invariant and lead to the
conserved current (see Exercise 6.3)

jt=ied” 5# ¢ (6.49)

These currents are conserved as discussed already in chapter 2. The integral over the zero-component,
Q = [ &3z j%(z,t) is the conserved charge (@ = 0). In the next section we will see the quantity show
up as the charge operator.

6.4 Space-time symmetries

One kind of symmetries that leave the lagrangian invariant are the Poincaré transformations, including
the space-time translations and the Lorentz transformations.

Translations

Under translations (generated by P%)) we have

Sat = et (6.50)
A(z) = 0, (6.51)
dp(x) = —(0u¢)0zt = —e"d,0(x). (6.52)

The behavior of the field under translations (d¢) is governed by the translational behavior of the
argument in such a way that A¢ = 0. From Noether’s theorem one sees that the current ©#%¢,
is conserved. Therefore there are four conserved currents ©#* (v labeling the currents!) and four
conserved quantities

P = / do, O = / d3z 0%, (6.53)
These are the energy and momentum. For quantized fields this will become the expressions of the
hamiltonian and the momentum operators in terms of the fields, e.g. H = [ d®z 0% (z).
Lorentz transformations

In this case the transformation of the coordinates and fields are written as

ozt = whz,, (w"” antisymmetric) (6.54)
i 1 . LAY NI
AG(r) = 5 wpel—i 570 (2). (6.55)

Note that the coordinate transformations can be written in a form similar to that for the fields,
w_1 PONK .V
szt = 3 Wpe (aP7 )b (6.56)
with
(apo')ﬂ v = gp#ggu - gUHgPV. (657)
For the fields the behavior under Lorentz transformations has been the subject of chapter 3.
Summarizing,

e Scalar field ¢: —iS,, = 0.

e Dirac field ¢: —iS,, = —(1/4)[7p, Vo]
This result for the Dirac field is the same as discussed in chapter 3, but stated as the general
result. Any specific behavior under Lorentz transformations may be found by substituting a
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specific representation of the Dirac matrices. The general behavior (expressed in Dirac matrices)
can be obtained by requiring them to behave as a four-vector, i.e. when ¢ — L with L =
1 — (i/2)wpsSP7 one has

LNt = ABAY with AL = gh +wh

v

[y*,i577] = (a”7)yy" = g™ — 97",

—1877 = ihp,v"] = —ia—;m-
e Vector field A,: —iS,, = apo.
The current following from Noether’s theorem is
Jh = —(S(‘;%f;i) Ad' + O b,
= %wpg {_5(2%?:%) (—iS77)5¢) + ©1Pa” — @pr} (6.58)
= S [H + 08727 047t (6.59)
_ %wpg s (6.60)

Therefore there are six conserved currents M*#?? labeled by p and o (antisymmetric) and corresponding
to it there exist conserved quantities

MP° = /d% MO, (6.61)

A final note concernes the symmetry properties of ©#”. In general this tensor is not symmetric. In
some applications (specifically coupling to gravity) it is advantageous to have an equivalent current
that is symmetric. Defining

™ =" —9,G""", (6.62)
with GP*Y = (HP*Y + H*? + H"#?)/2, where HP*" is the quantity appearing in M**", one has a
tensor that satisfies

T =TV, (6.63)
0, T" = 9,0M, (6.64)
MHPT = THP T — TH g (6.65)

6.5 (Abelian) gauge theories
In section 6.3 we have seen global transformations or gauge transformations of the first kind, e.g.
$(a) — " “Lo(x), (6.66)

in which the U(1) transformation involves an angle e A, independent of x. Gauge transformations of
the second kind or local gauge transformations are transformations of the type

p(z) — e Mg (), (6.67)

i.e. the angle of the transformation depends on the space-time point x. The lagrangians which we
have considered sofar are invariant under global gauge transformations and corresponding to this there
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exist a conserved Noether current. Any lagrangian containing derivatives, however, is not invariant
under local gauge transformations,

$(z) — e ADg(a), (6.68)
o (z) — e @ (g), (6.69)
Dup(x) — MDY (x) +ied A(x)e MNP p(x), (6.70)

where the last term spoils gauge invariance.
A solution is the one known as minimal substitution in which the derivative J,, is replaced by a
covariant derivative D,, which satisfies

Dyg(x) — "N D, g(x). (6.71)

For this purpose it is necessary to introduce a vector field 4,,

Dyg(x) = (O +iedy(x))d(x), (6.72)
The required transformation for D,, then demands
D,¢p(z) = (0, +ied,(z))d(x)

— LOupt+ie(Ouh) e P ticAl, et
= ¢l (Ou +ie(A), +8,M)) ¢
= MO, +ied,) . (6.73)
Thus the covariant derivative has the correct transformation behavior provided
Ay — Ay — 0, (6.74)

the behavior which we have encountered before as a gauge freedom for massless vector fields with
the (free) lagrangian density £ = —(1/4)F,,, F"¥. Replacing derivatives by covariant derivatives and
adding the (free) part for the massless vector fields to the original lagrangian therefore produces a
gauge invariant lagrangian,

2(6,0,0) = L(6.Dy0) ~ {Fu " (6.75)
The field ¢ is used here in a general sense standing for any possible field. As an example consider the
Dirac lagrangian, .

Z = % (V7" 0uth = (B )n"'p) — M .
Minimal substitution 9,9 — (9, +ieA, )Y leads to the gauge invariant lagrangian

L= 1P M- T A,

We note first of all that the coupling of the Dirac field (electron) to the vector field (photon) can be
written in the familiar interaction form

F, ™. (6.76)

Lt = —e ' p A, = —e j*A,, (6.77)

involving the interaction of the charge (p = j°) and three-current density (j) with the electric potential
(¢ = A®) and the vector potential (A), —ej*A, = —e pp + ej - A. The equation of motion for the
fermion follow from

L i,
o 2"
5.7 i
ﬁ = 5597/)—]\41/)—6#47/)
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giving the Dirac equation in an electromagnetic field,

(iD — M) = (i) — eA — M) =0, (6.78)
For the photon the equations of motion follow from
0L
_°  _ _pw
3(0,4,) ’
0L —
SA. —eyy,

giving the Maxwell equation coupling to the electromagnetic current,
O FH = 3", (6.79)

where j* = eyHip.

Exercises

Exercise 6.1

(a) Show that the Klein-Gordon equation for the real scalar field can be derived from the lagrangian
density

& = %aﬂqsaﬂqs - %MQ 2.

(b) Show that the Klein-Gordon equation for the complex scalar field (considering ¢ and ¢* as
independent fields can be derived from the lagrangian density

L = 8,6 " — M2 §* 6.

Exercise 6.2

(a) Show that the homogeneous Maxwell equations can be derived from the lagrangian density
1 w
g - _Z Fp.l/F .
(b) What is the form of the interaction term involving a current j, and the field A* that will give

the inhomogeneous Maxwell equations, 0, F*" = j¥.

(c) Show that the interaction term is invariant under gauge transformations only if the current j,, is
conserved, i.e. d,j" = 0 (Note that the addition of a total derivative to the lagrangian density
does not modify the equations of motion).

Exercise 6.3
Show that the current j, = i ¢* 0, ¢ for a complex scalar field is connected to a U(1) transformation
on the fields, ¢ — e* ¢.

Exercise 6.4

Given the Dirac equation for a (negatively charged) spin-1/2 particle in an external electromagnetic

field, [iv* (9, —ie A,) — My = 0, give the equation which is satisfied by ¢° = CET, and deduce what
is the charge of the antiparticle as compared to a particle.
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Exercise 6.5

Show that the Dirac equation for an electron with charge —e in an external electromagnetic field A*
= (A%, A) (see also exercise 6.4) for a stationary solution in the non-relativistic (and weak-field) limit
yields in the standard representation the following equation for the 'upper (two) components’ v,

1
(m(—z‘v +eA)? + ﬁ o-B - eAO) Yu(r,t) = Enrtu(r,t),

with B, , = E— M.

Exercise 6.6 (optional)

Prove the properties of the tensor T#" in section 6.4.

Hints: it may be useful to realize that G*#? is antisymmetric in first two indices; use 9,7"" = 0 and
0, M*#P? =0, in order to show that ©°7 — ©7? = 9, H*#?; finally note that it is sufficient to show the
last equation for [ do, M"7.



Chapter 7

Quantization of fields

7.1 Canonical quantization

We will first recall the example of classical mechanics for one coordinate ¢(t), starting from the
lagrangian L(q, ¢) also considered in the previous chapter,

L(g,d) = 3 md® ~ V(o). (1)

The Hamiltonian (also corresponding to a conserved quantity because of time translation invariance)
is given by

H(p,q) = pq¢—L(q,4(q,p)) (7.2)
2
= 5ot V@, (73)

where the (canonical) momentum p = 9L/9q, in our example p = mq¢. Quantizing the system,
canonical commutation relations between ¢ and p are imposed,

g, p] =1, (7.4)

with a possible realization as operators in the Hilbert space of (coordinate space) wave functions

through gopt)(q) = qv(q) and poptp(q) = —idyy/dg.
An immediate generalization for fields can be obtained by considering them as coordinates, labeled

by the position,
_ 1 3
qx(t) = Aoy /A%d x ¢z, t), (7.5)

etc. The lagrangian is given by
L= [ ¢ 20w).0,00) = [ @ 26.6.99)

Z ANz L ¢ (qz, 4, qesaz) | (7.6)
T

In order to construct the hamiltonian it is necessary to find the canonical momenta,

0%Lx

OL
_ _ AB
" iz

— — 3
= Hin A3z Tz (), (7.7)

pax(t)

92
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where Iz (t) is obtained from the continuous field II(z) = §.2/5(0p®). The hamiltonian then is

H=> pgiz—L = > A% [Ugiz— Lz (7.8)
’ = zw: A3z (7.9)

where 5 ’
H(x) = ) d(z) — ZL(z) = 00 (x). (7.10)

Note that this indeed corresponds to the zero-zero component (0°?) of the conserved energy-momentum
stress tensor ©#¥, discussed in the section 6.2.
As an example, for the scalar field theory, we have

2@) = 50,600 — 5 M7
_ 1 2 1 2 L. 9 9
= 5(009)" —5 (Vo) =5 M6 (7.11)
57
(z) = mzaoaﬁ, (7.12)
H(z) = @Oo(a:):%(30¢)2+%(V¢)2+%M2¢2. (7.13)

For the quantization procedure we can formulate a number of basic axioms of quantum field theory.
Sometimes it is useful to keep in mind that, formally, the fields ¢(z) can be considered as regular
operators in the Hilbert space after smearing with a test function f,

2(f) = [ o o(o) f(a). (719)
In fact, the discretization procedure above is an explicit example, albeit with 'sharp’ functions.
The following items are essential for quantization of a theory.

e Canonical commutation relations
Quantization of the theory is achieved by imposing the canonical quantization condition [ga: (), py (t)]
= i 0gy or for the fields ¢(x) and II(z) the socalled equal time commutation relations

[qS(a:,t),H(y,t)] = 153(38 _y)v (715)
with furthermore the relations [¢(x,t), ¢(y,t)] = [(x,t), I(y,t)] = 0.

e Poincaré invariance
The fields must satisfy the following transformation properties

U'(A,a) ¢'(2)U(A,a) = RE(A™") ¢ (A2 — a), (7.16)
or if
U(A,a) = 1+ie,P*— %w#uM“”,
RIAT) = 1= Luu(s™);
one has
[¢"(@), Pu] = i0,¢" (@), | . (7.17)
[0 (2), M) = i(2,0, — 2,0,)9" () 4+ (Suw);¢ (2), (7.18)

with S#” given in 6.4.2. This must be valid for the operator P* and M*" expressed in terms of
the fields via Noether’s theorem.
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e Causality
Operators ®(f) and ®(g) for which the test functions are space-like separated can be mea-
sured simultaneously (macroscopic causality). The measurements cannot influence each other
or [®(f),®(g)] = 0. Microscopic causality implies local commutativity,

[6(a), ()] =0 if (z—y)* <0. (7.19)

7.2 Creation and annihilation operators

Before discussing (real and complex) scalar fields and Dirac fields we recall the analogy with the well-
known harmonic oscillator as an example of quantization using creation and annihilation operators,
sometimes referred to as second quantization. In simplified form the hamiltonian is given by

1 1
H= P>+ -uw*Q? (7.20)
2 2
where the coordinate @ and the momentum P satisfy the canonical commutation relations

@ P =i, [QQ=[PP]=0 (7.21)

Writing @ and P in terms of creation (a') and annihilation (a) operators,

Q=

1 w
a+a’) and P=—i\/=(a—ad 7.22
Zlatah) Vata—a) (7.2
it is straightforward to check that the commutation relations between ) and P are equivalent with
the commutation relations
[a,a'] =1, [a,a] = [a,a'] = 0. (7.23)

The hamiltonian in this case can be expressed in the number operator N = afa,

o = (o) (fFors ) -3
w{a*a+%} zw{N—i—%}. (7.24)

It is straightforward to find the commutation relations between N and a and a',

[N,a'] =af, and [N,d] = —a. (7.25)
Defining states |n) as eigenstates of N with eigenvalue n, N|n) = n|n) one finds

Na'ln) = (n+1)afn),

Naln) = (n—1)aln)
i.e. a' and a act as raising and lowering operators. From the normalizations one obtains af|n) =
vn+1|n+1)and aln) = /n|n — 1), and we see that a state |0) must exist for which N|0) = a|0)

= 0. In this way one has found for the harmonic oscillator the spectrum of eigenstates |n) (with n a
non-negative integer) with E,, = (n + 1/2)w.

7.3 The real scalar field

We have expanded the (classical) field in plane wave solutions, which we have split into positive and
negative energy pieces with (complex) coefficients a(k) and o* (k) multiplying them. The quantization
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of the field is achieved by quantizing the coeflicients in the Fourier expansion, e.g. the real scalar field
¢(x) becomes

3

where the Fourier coefficients a(k) and af(k) are now operators. Note that we will often write a(k)

or af(k), but one needs to realize that in that case k = Ej = \/k? 4+ M2. The canonical momentum
becomes

| —1 &’k —ik-x ik-x
() = ) = 5 / Gy oty e e — (k) ). (7.27)
It is easy to check that these equations can be inverted (see Exercise 2.4 for the classical field)
alk) = / B ¢iF7 i 0y o), (7.28)
(k) = /d% $(z)i By e~ F (7.29)

It is straightforward to prove that the equal time commutation relations between ¢(z) and II(x’) are
equivalent with ’harmonic oscillator - like’ commutation relations between a(k) and a'(k'), i.e.

[(b(!E), H(x/)]zozm’o = 253(13 - CIZ/) and
[p(x), p(2")] = [TI(x), TI(2")] =0, (7.30)

is equivalent with

[a(k),a’ ()] = (2n)® 2E;, 6%(k — k') and
[a(k),a(k")] = [a (k),af (K')] = 0. (7.31)

The hamiltonian can be rewritten in terms of a number operator N (k) = N(k) = af(k)a(k), which
represents the 'number of particles’ with momentum k.

H = /d% [% (Do)? + % (Vo)? + % M? ¢?

3
B / (27:)13];Ek%(“T(’f)a(/ﬂwra(k)a*(k)) (7.32)
/ d3k
- m]ﬂk N (k) + Eyac, (7.33)

where the necessity to commute a(k)a' (k) (as in the case of the quantum mechanics case) leads to a
zero-point energy, in field theory also referred to as vacuum energy

1 3k
Boe=-V [ 2 B, 34
2‘//(2@3 , (7.34)

where V = (27)3 §3(0) is the space-volume. This term will be adressed below. For the momentum
operator one has

Pt = /d% 0% (x) = /d% 90 :/@ﬁ%&kiN(k), (7.35)

where the vacuum contribution disappears because of rotational symmetry. Just as in the case of the
harmonic oscillator it is essential (axiom) that there exists a ground state |0) that is annihilated by
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a(k), a(k)|0) = 0. The rest of the states are then obtained from the groundstate via the creation
operator, defining particle states |k) = |k) (with positive energy, k° = Ej, = \/m),

k) = a¥(k)[0), (7.36)
and multiparticle states
(af (k)™ (af(k2))"

(k)™ (k)2 ..y = ..]0Y, (7.37)

AV 7’L1! vV TLQ!
normalized as
(kK'Y = (27m)3 2B, 63 (k — k), (7.38)
and satisfying the completeness condition
d*k d3k
1 = — 2 2 M2 0 - / . .
[ o 20 = M%) 0 0 = [ S (7.39)

The problem with the vacuum or zero-point energy, which now contains an infinite number of oscilla-
tors, is solved by subtracting it as an (infinite) constant, which amounts to redefining H as

d3k
H= [ d : #(2) = | ——==— E, N(k). 7.40
/ @)= [ am BN ) (7.40)
This procedure is known as normal ordering, i.e. writing all annihilation operators to the right of the
creation operators, assuring that the vacuum (by definition) has eigenvalue 0!.

For the purpose of normal ordering it is convenient to decompose the field in positive and negative
frequency parts,

plx) = op(z)+ o (), (7.41)
3
or@) = [ g atye e, (7.42)
3
6_(z) = / (27:1)37’“2& ot (k) it (7.43)
The normal ordered product can be expressed as
10(2)0(y) = ¢4 (2)04 (y) + ¢ (2)d4+ (y) + O (y) D+ (2) + O (2)9—(y). (7.44)
The 1-particle wave function e~*7'* is obtained via
3
0@l = 0@l = [ G O o) e = (143
(plo(@)[0) = (plo—(2)]0) = e'"". (7.46)

In order to ensure the consistency of the theory it is necessary to check that the operators P¥ and
MH™ obtained from the conserved currents ©*° and M**° are indeed the generators of the Poincaré
group, i.e. that they satisfy the required commutation relations in Eqs (7.17) and (7.18).

The last item to be checked for the scalar field are the causality condition. In order to calculate

[¢(), d(y)] consider

[P4(2),0—-(y)] = iAi(z—y), (7.47)
43k A3k i Ky )
= /(2ﬂ)3 2Ek/(27r)3 YA e FEHE Y [a(k), ot (K)]
= /7d3k e~k (@=y) (7.48)
(27)3 2B}, ’
[P-(2),0+(y)] = iA_(z—y), (7.49)

= Bk __ ke = _in 7.50
= - me =—iAi(y — ), (7.50)
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or as integrals over d*k,

iN(z) = /(Z:; O(k°) 27 8 (k* — M?) e~ the (7.51)
A (z) = - / (;ljr’; O(k®) 27 6 (k% — M2) ik (7.52)

4
_ / (Zﬁ’; O(— kD) 27 (k2 — M2) =ik = _iA, ()

The result for the invariant commutator function is
[¢(z),¢(y)] = Al —y)=i(Ar(z—y)+A (z—-y)), (7.53)
which has the following properties

(i) iA(z) = iA4(z) + iA_(x) can be expressed as

iA() = / (;i’; (k) 27 5(k2 — M2) e—ike, (7.54)

where €(k%) = 0(k°) — (—k").
(ii) A(z) is a solution of the homogeneous Klein-Gordon equation.
(iii) A(0,z) = 0 and hence A(z) = 0 for 2% < 0.

(iv) The equal time commutation relations follow from

0
572 = —6%(x). (7.55)
(v) For M =0,
_ _6(330) 2
Ale) = —=—3(a?). (7.56)

7.4 The complex scalar field

In spite of the similarity with the case of the real field, we will consider it as a repetition of the
quantization procedure, extending it with the charge operator and the introduction of particle and
antiparticle operators. The field satisfies the Klein-Gordon equation and the density current (U (1)
transformations) and the energy-momentum tensor are

ju = Z¢* 8u ¢a (7.57)
Ouw = 030 00— LG (7.58)
The quantized fields are written as
(2m)3 2E}, ’ ’
ot (z) = / Pk [b(k) e " 4 af (k) e ] (7.60)
(2m)3 2Ey ’ '

and satisfy the equal time commutation relation (only nonzero ones)

[6(2), 809" (y)]zo=yo = i 8°(z —y), (7.61)
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which is equivalent to the relations (only nonzero ones)
lak), ' (k)] = [o(k), b (¥)] = (27) 2B, 8% (k — k).

The hamiltonian is as before given by the normal ordered expression

H = /d3x :0%(z)

_/ o B [ Fa -
= | @opam, B Ll (Ralk) + bk

—/ &k Ey, [af(B)a(k) + bf (k)b(k
= (G725, K [a'(k)a(k) + ' (k)b(k)] ,

o8

(7.62)

(7.63)

i.e. particles (created by a') and antiparticles (created by b') with the same momentum contribute
equally to the energy. Also the charge operator requires normal ordering (in order to give the vacuum

eigenvalue zero),
Q = i/d3x 2 (67 800 — 00T ()] :

3
- | s o el — b0 1) :

3
— [ ayram (el — v wp0).

The commutator of ¢ and ¢! is as for the real field given by
[6(2), o' (y)] = iA(z —y).

7.5 The Dirac field

From the lagrangian density .
i— = —
&L = L Oy = M,
the conserved density and energy-momentum currents are easily obtained,
ju = E’Y}ﬂr/)v

O %%iw— (%E%—MW) G-

The canonical momentum and the hamiltonian are given by

0L )
I) = ——=iyi(a),
()
H(w) = O"(x) = Uy 0 v+ My
= i)y ° 00y = b B,
where the last line is obtained by using the Dirac equation.
The quantized fields are written

3
w(x) = Z / (27:)137];& [b(k, s)u(k, s)eiik'w + dT(k’ S)U(k, S)ei kw] ’

3
(@) = Z/@Wc)lgikwk b7 (K, s)u(k, s)e' ™™ + d(k, s)v(k, s)e "] .

(7.64)

(7.65)

(7.66)

(7.67)
(7.68)

(7.69)

(7.70)

(7.71)

(7.72)
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In terms of the operators for the b and d quanta the hamiltonian and charge operators are (omitting
mostly the spin summation in the rest of this section)

H = / da gl (@) idoy(e) ; (7.73)
3

_ / (27:)’37’;& By : [bF(k)b(k) — d(k)d' (k)] - (7.74)

Q = /d3x SURCE (7.75)
3

_ / (27:1)37’“2& [ (R)b(R) + (k)T ()] (7.76)

which seems to cause problems as the antiparticles (d-quanta) contribute negatively to the energy and
the charges of particles (b-quanta) and antiparticles (d-quanta) are the same.
The solution is the introduction of anticommutation relations,

{b(k,s),b1(K',s")} = {d(k,s),d (K, s')} = (27)2 2B}, 6*(k — k) 6. (7.77)

Note that achieving normal ordering, i.e. interchanging creation and annihilation operators, then
leads to additional minus signs and

d3k

n=f o, B [ 0bk) + ' (k)d(h)] (7.78)
3

@ = [ e 000 -l (yaw)]. (7.79)

Also for the field and the canonical conjugate momentum anticommutation relations are considered,

3
{Wi(@), ) (W) }ao=yp = / (27:%&

Z u; (k, s)u;r-(k, s)e k@Y

+ v;(k, s)v;f(k, s) etk @=y)

20=y0

Using the positive and negative energy projection operators discussed in section 4, one has

3
{i(@), 9] @)}aomye = /(27:;37];& [(}é-FM)u(’Yo)lje‘““'(”—y)

+ (k= M)a(yo) eF =)

20=y0
A3k fe.(1—
B /WE (o) ' H Y

= 53(:78 - y) 5” (780)

For the scalar combination {¢l(x),EJ(y)} at arbitrary times one has

/ (ﬂ {(ﬂ? + M)y e R ET) g (= M)y eik'(%y)}

{Wi(), 9; ()} 27)3 25y

= (ifs + M);; d?’ik [e‘ik'(r_y)_p_eik-(z—y)}
¢ 9] (273 2E,
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where 1A = iA; + iA_ is the same invariant commutator function as encountered before. When
we would have started with commutation relations for the field ¥ and the canonical momentum, we
would have obtained

[Yi(2),¥;(y)] = (iPe + M)ij iA (z — y), (7.82)
where iA! = iA; —iA_, which however has wrong causality properties! Therefore the relation between
spin and statistics is required to get micro-causality (which is also known as the spin statistics theorem).

7.6 The electromagnetic field

From the lagrangian density

1 174
L = ~2 F., F*, (7.83)
the canonical momenta are

0L
n = = =0, (7.84)

0Ag
o = 5"? =F" = E", (7.85)

0A;

which reflects the gauge freedom, but has the problem of being noncovariant, as the vanishing of I1°
induces a constraint. It is possible to continue in a covariant way with the lagrangian

£ = —i Fl, F" — %@AN)?,

This gives the equations of motion discussed before, it implies the Lorentz constraint and leads to the
canonical momenta

M = —\(09,47), (7.86)
o = E. (7.87)

If one wants to impose canonical commutation relations 9, A" = 0 cannot hold as an operator identity,
but we must restrict ourselves to the weaker condition

(Bl9,A*|A) = 0, (7.88)
for physical states |A) and |B).
The quantized field is expanded as
Pk : ,
Au(z) = / 2P 2B, ;)eff)(k) [e(k, Ne™ F @ 4 ¢ (k, \)e'F] (7.89)

with four independent vectors eff\), containing a time-like photon, a longitudinal photon and two

transverse photons. The canonical equal time commutation relations are

[AH (x)v IT, (y)]wO:yo = ig;w 53 (-73 - y), (790)

where I1" = F*0 — X ¢*° (9,A”) and we have furthermore [A, (), 4, (y)] = [II,(z),1L,(y)] = 0. In fact
the commutation relations imply

[Au(x)v A, (y)]$0:y0 = ig;w 53(-73 - y), (791)

and are equivalent with

[c(k,A), ct (K X)) = —g™ 2B, (27)% 6% (k — K). (7.92)
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Note that for the transverse states there are no problems with the normalization and the statistics
of the states as —g*/ = §% for 7,5 = 1,2. The hamiltonian in terms of the creation and annihilation
operators is (after normal ordering) given by

a3k
H=| —_F
/(277)32Ek y

which does exhibit problems with the time-like photon. These problems are solved by the Lorentz
constraint between physical states given above, for which it is sufficient that 9, A/ |A) = 0, where A%
is the part of the vector field containing the annihilation operators. It gives

3

> etk Ne(k, A) = ¢ (k,0)c(k,0) | , (7.93)
A=1

3
> kD (k)e(k, M) A) = 0. (7.94)
A=0

Choosing k* = (|k?|,0,0, k3) this reads
(|k3|a(0)(l~c) - k3a(3)(l~c)) 14) =0 (7.95)
(a® (k) F a® (1)) 14) =0,

i.e. one time-like photon by itself is not allowed! This solves the problems with the normalization and
the negative energies.

Exercises

Exercise 7.1

Prove that the equal time commutation relations between ¢(x) and II(2’) are equivalent with the
commutation relations between a(k) and af (k')

Exercise 7.2

(a) Show that ' ,
et g(x) P = o(a — a)

requires [¢(x), P,] = 10,¢(x).

(b) Check the above commutation relation [¢(x), P,] for the (real) scalar field using the expressions
for the fields and momentum operator in terms of creation and annihilation operators. Is the
subtraction of 'zero point’ contributions essential in this check?

Exercise 7.3 (Green’s functions)
(a) Show that
hom _ 1 4 —ik-x 2 2
A (x)——(27r)4/d ke (k2 — M2) (k)

is a solution of the homogeneous Klein-Gordon equation, (0+ M?2) A (z) = 0. It is invariant,
AbBom(Ag) = Abom(z) if f is an invariant function, f(Ak) = f(k) for Lorentz transformations A.

(b) Show that
inhom 1 4 —ikx 1
AT @) =Gyt [ R E e

is a solution of the inhomogeneous Klein-Gordon equation, (O + M?2) Ainhom(z) = —54(z).
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(c) What are the poles in the integral under (b) in the (complex) ko plane?

(d) Depending on the paths in the kg plane going from kg = —oo to kg = +00 one can distinguish
four different Green’s functions (solutions to the above inhomogeneous Klein-Gordon equation):

kO
AR (retarded)
£ - A ¢ (causal)
L - — CE E
Aa (advanced)
Show that for Agr we can write
71kw 1
k2 — M2 + iek0

(with the implicit prescription to take e — 0 after integration), which amounts to shifting the
poles into the lower complex plane. Give also the expression for Ac.

(e) Show that Ag(x) =0 if 2° < 0. (Similarly one can show that for the advanced Green’s function
Aa(z) =0if 2° > 0).

(f) By performing the ko integration over a closed path C' going around the poles show that

_ 1 4 —ikx 1
Az) = —(271_)4/Cdke e

are homogeneous solutions (of the form in a) for the following contours:
ko

A
(ﬂ‘E\ A%\w

e | ¥

(Note that one needs actual discontinuous functions such as the step function, f(k) o 6(k°), or

e(k0) = (k) — O(—K)).

(g) Show that the homogeneous solution A in (f) satisfies A(0, ) = 0 and argue that one can use
Lorentz invariance to show that A(z) = 0 for 2% < 0.

(h) Show that the causal Green’s function
Ac(z) = 0(z°) Ay (z) — 0(—2°) A_(x).

(i) (Optional) Give similar expressions for the other Green’s functions under (d) in terms of the
homogeneous solutions under (f).



Chapter 8

Discrete symmetries

In this chapter we discuss the discrete symmetries, parity (P), time reversal (T) and charge conjugation
(C). The consequences of P, T and C for classical quantities is shown in the table 1.

8.1 Parity

The parity operator transforms
= (t,r) — " = x,=(t,—r). (8.1)
We will consider the transformation properties for a fermion field (), writing
U(r) — Poyp(2)Py,' = npAp(@) = ¢P(x), (8.2)

where np is the intrinsic parity of the field and A is a 4 x 4 matrix acting in the spinor space. Both
P and 1 satisfy the Dirac equation. We can determine A, starting with the Dirac equation for ¥ (z),

(79, — M) () = 0.

Table 8.1: The behavior of classical quantities under P, T, and C

quantity P T C
t t -t t
r -r r r
zt =z, —at xt
E E E E
p -P -p p
pt pH Pt pt
L L -L L
s s -8 s
A=s-D - A A

63
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After parity transforming = to # the Dirac equation becomes after some manipulations
(2, 2) st
(10 — M) (7)) =
(iv"10, — M) ¢(3) =

)07

(70 — M) 0 Wc) 0. (8.3)
Therefore vyt (Z) is again a solution of the Dirac equation and we have
PP(x) =0 (7). (8.4)
It is straightforward to apply this to the explicit field operator ¥ (x) using
Yo u(k,m) = u(k,m), (8.5)
Yo v(k,m) = —v(k,m), (8.6)

(check this for the standard representation; if helicity ) is used instead of the z-component of the spin
m, the above operation reverses the sign of A). The result is

YP(z) = Py t(x) P—1 = npy0t (%) (8.7)

= —ik-Z ik-3
- Z / 271' 3 2E 77P [b(k7 )\)’)/QU(k, )\) € + dT(k, )\)"yo’l}(k’ )\) (& ]

rescwe— [ b — —ik-x _dr . _ ik
Z/ 271. 3 2Ek77P _b(k,)\)u(k, )\)6 d (k‘,/\)l}(k‘, /\)e

— Z/ 3 2E" b(k, )\)U(i{,‘, —)\) e*ife-w _ dT (k.’ )\)’U(i{,‘, _)\) ezl; x

XA: / M”P bk, =Nulk, A) e —di(k, =Nk, N e | (8.8)

From this one sees immediately that
Pop b(k,A) Pyt = np bk, —N), (8.9)
Pop d(k,A) Ppyt = —np d(k, =), (8.10)

i.e. choosing np is real (np = +1) particle and antiparticle have opposite parity.
In the same way as the Fermion field, one can also consider the scalar field and vector fields. For
the scalar field we have seen

$(x) — Pop ¢(x) Py’ = np ¢(&), (8.11)

and for the vector field
A (z) — Pop A¥(z) Pt = —Au(%). (8.12)

The latter behavior of the vector field will be discussed further below.

8.2 Charge conjugation

We have already seen the particle-antiparticle symmetry with under what we will call charge conju-
gation the behavior

W) — (@) =ne C P (), (8.13)
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the latter being also a solution of the Dirac equation. The action on the spinors (using C' = iy27% =

—iplo? in standard representation) gives

Cal'(k,m) = wv(k,m), (8.14
C ol (kym) = u(k,m), (8.15)

~—

(where one must be aware of the choice of spinors made in the expansion, as discussed in section 4).
The same relations hold for helicity states. Therefore

V() = Cop v(x) C)) =ncCy’ (x) (8.16)

d3k —ik-x — ik-x
= Z/ (2m)3 2B, ¢ [d(k, MO (k, A) e= " 0T (k, \)Ca (k, A) 7]
A

Bk ” ; "
e — —tk-T ik-x . 1
XA:/ 2n)3 2Ek770 [d(k,)\)u(/ﬂ,/\)e + 0" (k, Nv(k,N)e } (8.17)
This shows that
OOP b(kv)\) C;nl = Tnc d(kaA)v (818)
Cop d(k, N) C’O_p1 = n& bk, N). (8.19)

8.3 Time reversal
The time reversal operator transforms

ot = (t,r) — - = —zx,=(-t,r). (8.20)
We will again consider the transformation properties for a fermion field 1 (x), writing

P(x) — Topp(x)T,," = nrAyp(—z) = ¢'(—i), (8.21)

where A is a 4 X 4 matrix acting in the spinor space. As time reversal will transform ’bra’ into 'ket’,
Topld) = (¢t = (|#%))*, it is antilinear!. Norm conservation requires 7,, to be anti-unitary?. For a
quantized field one has

Topfk(m)kao;1 = fk( )TOPbk op )

i.e. to find ¢*(—Z) that is a solution of the Dirac equation, we start with the complex conjugated
Dirac equation for 1,
((iv")* 0y — M) (x) = 0.

The (time-reversed) Dirac equation becomes,

(=) 8, = M) v(=2) = 0,

(Y 0y — M) p(—2) = 0,

(iv “Ta — M) ¢(=2) =0,

(—iC™' 4" CO, — M) h(—7) = 0.

(i(vsC) M y#y5C0, — M) ¥(—7) = 0.

(i7" 0y — M) vsCop(=Z) = 0. (8.22)

LA is antilinear if A(\|@) + plh)) = A A|@) + p* Alyp).
2An antilinear operator is anti-unitary if AT = A~1. One has (A¢|Av) = (|Y)* = (AP|Ap)* = (Y| AT Ap) = (ab|¢).
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Table 8.2: The transformation properties of physical states for particles (a) and antiparticles (a).

state P T C
la;p, A)  la;—p, =) {a;—p, Al |a;p, )
lasp,A)  la;—p, =\ (a;—-p, Al a;p,\)

Therefore v5C¥(—I) is again a solution of the (ordinary) Dirac equation and we can choose (phase is
convention)

$(x) = i Co(—). (8.23)

In the standard representation iv5C = o9 and it is straightforward to apply this to the explicit field
operator ¢ (x) using

ivC v(k,A) = (

S A), (8.24)
A, (8.25)

& ™

(check this for the standard representation). The result is
Vi x) = Top P(2) T71 = inrysCY(—T) (8.26)

B Z/ 2 2E nr [b(k, N)ivsCu(k, A) e + df (k, N)iysCo(k, A) e 7]
7T

- Z/iﬂT -b(k,)\)u*(]}7)\) ik - dt s, Ao (R, A) k]

) @2m)? 2B, L ]

Bk - s e - ]
= Z/MUT b(k,/\)u (k,)\)ek —l—dT(/ﬂ,/\)U (k,)\)e k
A ) 4

= ; / (zwgijiszk"T :b(l%,)\)u*(k,)\) e 4 df (k, \v* (k, A) e*m: (8.27)

From this one obtains
Top bk, N) T,)t = nr bk, N), (8.28)
Top d(k,\) T, = ny d(k,A). (8.29)

In table 2 the behavior of particle states under the various transformations has been summarized.
Note that applying an anti-unitary transformation such as 7T, one must take for the matrix element
the complex conjugate. Therefore one has (A[k) = (A|bf (k)[0) = (A|TTT bl (k) T1T|0)* = (A?|bf (k)|0)*

= (0[p(k)|A*) = (k|A").

8.4 Bi-linear combinations

In quantities such as currents and lagrangians often bilinear combinations of spinor fields are encoun-
tered. Since there are 16 independent 4 x 4 matrices, there are 16 independent of these bilinear
combinations. They are the following

S(x) = Y(x)v(x) (scalar) (8.30)
VH(z) = la)y* () (vector) (8.31)
T (x) = P(x)o" () (tensor) (8.32)
Af(z) = P(x)ysyH b (x) (axial vector) (8.33)

P(x) i () ys(x) (pseudoscalar) (8.34)
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Table 8.3: The behavior of the independent bilinear combinations of fermi fields under P, C, and T

P C T © =PCT
S(z S(@) S(z) S(—7) S(—7)
Vi@) V@) -VRe)  Vu(-d) V()
TH(2) Tw(@) ~T"(@) ~Tu(-7) T"(-)
Ar@) A (@) AMx)  Au-E) —AM(-a)
Plx) —P@E)  P) —P(-%)  P(-a)

The matrix o*” = (i/2)[y",v"]. The 16 combinations of Dirac matrices appearing above are linearly
independent. Applying the results from the previous sections it is straightforward to determine the
behavior of the combinations under P, C, and T, as well as under the combined operation © = PCT
(see Table 3). As the coupling of the photon field to fermions is given by an interaction term in the
lagrangian of the form : ¥(z)y*¢(z) : A,(z) and behaves as a scalar one sees immediately that the
photon field A#(x) behaves in the same way as the vector combination 1 (z)y*%(x). Note that the
lagrangian density .Z(z) — £ (—x) under O.

8.5 Form factors

Currents play an important role in field theory. In many applications the expectation values of currents
are needed, e.g. for the vector current V#(z),

o', s'|V*(@)lp, 5)- (8.35)

The z-dependence can be accounted for straightforwardly using translation invariance, VH(z) =
et Por- @/ 1(0)e~tPor This implies

(V' |V (@)[p) = e @22 (! [V (0)[p). (8.36)

As an example consider the vector current for a point fermion,

V(@) = P(a)y" () (8.37)
of which the expectation value between momentum eigenstates can be simply found,
®'[V*(0)lp) = a(p’)v"u(p)- (8.38)

In general the expectation value between momentum states can be more complicated,
W IV*(@)lp) = ap )T (' p)ulp) e 7207, (8.39)

where T'*(p, p) can be built from any combination of Dirac matrices (1, v, o"¥, y57* or 75), momenta
(p* or p'*) or constant tensors (€,up0 Or gy ). For instance for nucleons one has

10,,q7

0 Fy(a?), (3.40)

Lu(p',p) = vu Fi(d®) +

where the coefficients are functions of invariants constructed out of the momenta, in this case only

q®> = (p' — p)?, called form factors. There are several other terms that also have the correct tensorial

behavior such as

(" +p™)
2M

o q,
F (), 22 2p (g, (8.41)

7" F3(q%), i
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but that are eliminated because of relations between Dirac matrices, e.g. V50, = (1/2)€u0p0e¥"Y7, OF
relations that follow from the equations of motion, e.g. the Gordon decomposition

W@(p’) (P + p)" +ic" g, ] u(p), (8.42)

where ¢ = p’ — p, or relations based on hermiticity of the operator or P, C' and T invariance.

a(p)y*u(p) =

e Hermiticity

p) = alI"@, p)up)

p) = (plV*O0)p)"

= (a(p)T*(p,p"u(p))”
(' ()0l (0, )u(p'))'

= ') (p, ' )vou(p).

Therefore hermiticity implies for the structure of T*(p’, p) that

I (p, ' )v0 = (', p). (8.43)

(p'1V*(0)

|
= (p'[V*1(0)]

e Parity
(p'IVF(x)lp) = €' 9" ’( NI (p', p)u(p)
= (/| P} PopV* () P}, Pop|p)

= (P|Vu(@)Ip) = €'* U(p )T (0", D)u(p)

=e" " u(p )yl (7, B)vou(p).

Therefore parity invariance implies for the structure of T'(p', p) that
(P’ p) = %l u (@, P)v0, (8.44)
e Time reversal

@'V (x)lp) = € T a(p" )T (p', p)u(p)
= <p/|Tng0pVM(x)Tng0p|p>*
= (F'|Vu(=2)|p)" = "7 [a(p')] "L, (&, B)u” (p)
= "I a(p') (ivsO)L5 (0, ) (i75C)u(p)-

Therefore time reversal invariance implies for the structure of T'*(p', p) that

TP, p) = (i7:C)T (B, §) (i 750). (8.45)

Exercises

Exercise 8.1

The matrix element of the electromagnetic current between nucleon states is written as
<P Ju(@)lp >= e PTGy )T u(p)

Here

10,,q”

Ly = 7R+ 511 Fy(q?)

_ 2\ _ Putpyu/ 2
= YuHi(q") Wi H(q%)
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(a) Use the Dirac equation to prove the Gordon-decomposition

u(ph)yHu(p) = —=u(@P)[(p" +p)* +ioc" (p' — p).]u(p)

oM
(b) Give the relation between H; en F;.

(¢) Show that hermiticity of the current requires that Fy en F» are real.

Exercise 8.2

(a) Calculate the current matrix element (using the explicit fermion spinors) in the Breit-frame in

which ¢ = (0,0,0,]q|), p = (E,0,0,—|q|/2), p' = (E,0,0,|q|/2) with E2 = M? + |q|?/4 and
express them in terms of the Sachs form factors depending on Q? = —¢?,
Q2
Gr = Boppt
Gy = Fi+ .

(b) Show that in the interaction with the electromagnetic field,
Lint = ejuAN

the charge is given by e Gg(0) and the magnetic moment by e G;(0)/2M.

Exercise 8.3

(a) Show that because of parity conservation no term of the form

Uuuq
£
Vo B (@)

can appear in the current matrix element.
(b) Show that such a term is also not allowed by time-reversal symmetry.

(c¢) Show that if a term of this form would exist, it would correspond to an electric dipole moment
d = —e F3(0)/2M (Interaction term do - E).



Chapter 9

Path integrals and quantum
mechanics

9.1 Time evolution as path integral

The time evolution from ¢ty — ¢ of a quantum mechanical system is generated by the Hamiltonian,

Ult,tg) = e (¢t (9.1)
or 9
iUt t0) = HU (1, t0) (9.2)

Two situations can be distinguished:

(i) Schridinger picture, in which the operators are time-independent, Ag(t) = Ag and the states
are time dependent, [¢s(t)) = U(t,t0)[¢s(to)),

0
i§|¢s> = H|¢s), (9.3)
i%AS = 0. (9.4)

(ii) Heisenberg picture, in which the states are time-independent, |¢ g (¢)) = | g), and the operators
are time-dependent, Ay (t) = U~1(t,t0) Au(to) U(t, to),

¢%|¢H> = 0, (9.5)
o
i An = A, H). (9.6)

Of these the Heisenberg picture is most appropriate for quantum field theory since the field operators
do depend on the position and one would like to have position and time on the same footing.
Consider the two (time-independent) Heisenberg states:

=qlq,t),
lg',t") Qut)ld t") =

qq,t),
(9.7)

70
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and Schrodinger states

l9) Qslq) = qlq),
q") Qsld") = 4'ld).
(9.8)

Choose t as the starting point with |¢) = |¢,t) and Qg (t) = Qs and study the evolution of the system
by calculating the quantum mechanical overlap amplitude

(' ]g,t) = (¢l HE=D)|q). (9.9)

Dividing the interval from ¢ = ¢, to t’ = t,, into n pieces of length A7 and using completeness (at
each time t;) one writes

(@ V0gt) = (dle"""27|g) = (¢'| (e *27)" |q)

/ i / / dan—1 (¢ 16" T2 gn 1) (uos] . 1) (e HAT]g).  (9.10)

The purpose of this is to calculate the evolution for an infinitesimal time interval. The hamiltonian
is an operator H = H(P, Q) expressed in terms of the operators P and ). These can be written in
coordinate or momentum representation as

Q = /dq l9) q (g (9.11)

agla) (=2 el = [ 2 15y o, (9.12)
/ ( 3(1) /27T

where the transformation between coordinate and momentum space involves

P

(glp) = e'P2. (9.13)

At least for a simple hamiltonian such as consisting of a kinetic energy term and a local potential,
H(P,Q) = K(P)+ V(Q) = (P?/2M) + V(Q) one can split e " HAT ~ ¢ I KAT g=iVAT ' with the
correction! being of order (A7)2. Then

(Gi+1:tiv1la  t;) ~ (g1 |€7iKAT 67WAT|QJ>

dp‘ —1 T _—1 T
J R ayeals) yle 27 Vg, (9.15)

By letting the kinetic and potential parts act to left and right respectively one can express the
expectation values in terms of integrals containing H(p;, ¢;), which is a hamiltonian function in which
the operators are replaced by real-numbered variables. Combining the two terms gives

do. . )
(1.t ty) = / D imlai=a) i H@p)AT

— /dﬂ et Pi(aj+1—9;)—t ATH(p;,q;)
2w

N /% exp (1 A7 [pjg; — H(pj, 45)]), (9.16)

1For this, use the Campbell-Baker-Hausdorff formula,

eAeB =o€ with C=A+B+ %[A,B]—i- é[A, A, B]] + 1—12[[A,B],B]+... (9.14)
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or for the full interval

(d gty = /H% exp [ i) A7 [pg— H(p,q)]

/@q @% exp <Z/t dr [pg — H(p,q)]) , (9.17)

where Zq and Zp indicate functional integrals. The importance of this expression is that it expresses
a quantum mechanical amplitude as a path integral with in the integrand a classical hamiltonian
function.

Before proceeding we also give the straightforward extension to more than one degree of freedom,

<q117"'aQ§V7tl|q17"'an7t> (918)
N D +
= / (E@qn @%> exp <z</t dr [;pnqn - H(Planw 7PN7QN)1> .

9.2 Functional integrals

In this section I want to give a fairly heuristic discussion of functional integrals. What one is after is
the meaning of

/ Pa Fla], (9.19)

where Fa] is a functional that represents a mapping from a function space .# of (real) functions «
(R — R) into the real numbers R, i.e. Fla] € R. Examples are

F1 [a]

|

Q

Il

—

QU
8
2
=

Ra] = o* E/dx o?(z),
Filaf] = aKp = [ dedya(e) Klz,) o),

Fyla] = exp (—%cﬁ) = exp <—%/dw a2(x)),
Fs[a,a*] = exp(—a*Ka) = exp <—/da:dy a*(x)K(x,y)a(y)).

The kernels K(x,y) in the above examples can be (hermitean) operators acting on the functions,
including differential operators, etc.
Two working approaches for functional integration are the following:

(i) the heuristic division of the space on which « acts into cells, i.e. a(x) — a, and Fla] = F(ay)
changes into a multivariable function, while

/ Pa Fla] = / <H dﬁf) Flay) (9.20)

becomes a multidimensional integral.
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(i) Write o in terms of a sum of orthonormal basis functions, a(x) = > ayn fr and K(z,y) =
> mn fm () Kinp fr(y) and consider Fla] = F(ax) as a multivariable function, with

/@a Fla] = / (1;[ df\‘f") Flan) (9.21)

again a multidimensional integral. In both cases N is an appropriately choosen normalization
constant in such a way that the integral is finite. Note that procedure (i) is an example of the
more general procedure under (ii).

Consider the gaussian functional as an example. Using method 1 one writes
1, do
/@a exp(—§a) = /(H ) exp <——ZAxa )
dog
= H/ a exp <——Axa )

- T(+/E)

x

M1l
=

(9.22)

The last equality is obtained by defining the right measure (normalization N) in the integration.
Physical answers will usually come out as the ratio of two functional integrals and are thus independent
of the chosen measure. Using the second method and expanding in a basis set of functions one obtains
for the (real) gaussian functional

/% exp <—%a2) = /(H d%) (—%Zaman/dwfm(x)fn(x)>

m,n

_ H d& Xp< : i)
I (@) . (9.23)

n

Having defined the Gaussian integral, the following integrals can be derived for a symmetric or her-
mitean kernel K,

1
Do ex —aK — o real-valued 9.24
[ 70 o (~jaKa) = o ) (9:24)
1
/_@a Pa* exp(—a" Ka)= ENTe (o complex-valued) (9.25)

(see Exercises). A useful property of functional integration is the translation invariance,

/@a Flo /@a Fla+ 03] (9.26)

As another important application of translation invariance we mention the identities

/_@a exp (—% a? — wa) = exp (% w2> , (9.27)

/_@a D0 exp(—a'a—a'w—wa) = exp (w'w), (9.28)
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Functional differentiation is defined as

)
sty o] =) (9.20)
or in discretized form
0 1 0 . 0
Sam) Az 9o, Mih {87%’%] = (9:30)
5 o9 . 9 B
Sole] > frl) T with {M’a"} = Spn- (9.31)

Note that 6(x —y) = >_,, fu(z) fi(y). Examples of functional differentiation are

5a5x)a - Mix) / dy aly) = / dy (z—y) =1, (9.32)
e oks = [ K p) (9.33)
M‘Sx) exp (—%oﬂ) — —a(z) exp <—%(12), (9.34)
a7 P (0 f) = —Bla)exp(-a ). (9.35)

For applications to fermion fields, we need to consider Grassmann-valued functions involving an-
ticommuting Grassmann variables, i.e. 1 = —nf, 62 = 0. In principle the definitions of functionals is
the same, e.g. the Gaussian-type functionals,

FI0,0"] = exp(—0"0) = exp (— / do 0*(33)0(33)),

F[0,0"] exp(—0*K60) = exp (—/dx dy 0" (z) K (z,y) 0(y)> .

Integration for Grassmann variables is defined as

/d@l =0 and /deo = 1 (9.36)

This gives for the Gaussian functional integral after expanding 6(x) = > 0, fn(x) where the coeffi-

cients #,, are Grassmann variables the result
/ <H do* d9n> exp <— > o 9n>

H/d@;; d, exp (-0 6,)
H/d@;; db, (1-656,)=1. (9.37)

/@9* 29 exp (—0" 0)

We note that from the first to the second line one needs to realize that a pair of different Grassmann
variables behaves as ordinary complex variables. In the expansion of the exponential (from second to
third line), however, products of the same pair appear, which vanish. It is now easy to check that

/ D0* 90 exp (—0" K 6) = det K. (9.38)
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Functional differentiation of Grassmann-valued functions is given by

4]
{5700 } =30, (9.39)
leading for two Grassmann variables § and 7 to e.g.
5 g o
e " T=0"x)=0"(x)e” " ", 9.40
5o () = 0°(2) (9.40)
] . .
—— e "0 = () = —fH(x) e Y. 9.41
) () = ~0(2) (941)

The translation invariance property and the "Fourier transform’ identity of Gaussian integrals, remains
in essence the same, e.g.

/90* 26 exp (=070 —0*n —n*0) =exp (n™n). (9.42)

9.3 Time ordered products of operators and path integrals

As an example of working with functional integrals consider the expression for K(¢',t¢';q,t) for a
lagrangian L(q,q) = %q'2 — V(g) and the corresponding hamiltonian H(p,q) = %pg + V(g). The

expression
t 1
(d,t']a,t) = /%1 9% exp (z/ dr [pq — 3P - V(q)D ; (9.43)
t

can be rewritten after rewriting the integrand as —3(p — ¢)?> + 14> — V(¢) = —3(p — 4)*> + L(q, Q).

The result is
(d,tq,t) /%1 eXp< / dr L(q7d)>7 (9.44)

which was considered the starting point for path integral quantization by Feynman.

Note, however, that not always the 9p integration can be removed that easily. A counter example
is the lagrangian L(q,q) = %(f f(q) for which H(p,q) = p*/[2f(q)]. As discussed for instance in
Ryder the Zp integration can still be removed but one ends up with an effective lagrangian in the

path integral
(d.tg,1) /-@q exp( / dr Leﬁ'(q7q’)>7 (9.45)

which is of the form Leg(q,q) = L(q,q4) — % 6(0) In f(q).

Making use of path integrals it is straightforward to calculate the expectation value (¢, ¢'|Q(s)|q,t)
of an operator Q(s) if t < s < t’. By sandwiching the time s in one of the infinitesimal intervals,
tj S S S tj+1, we have

W10t = [ T]da @' tlanta) ...

X (qj11,t5411Q(8)]g5,t5) -.. {qu,t1]q, ). (9.46)

Using Q(s)lg;,t;) = q(s)|g;,t;), one gets

@ 11Q(s)a,t) = / 772 q()exp< / dr [pg (p,q)]> (9.47)

IEXS (/ d) (9.48)
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Defining the time ordered product of operators

T Q). Qtn) = Qts,) ... Qti,), (9-49)

where t;, > -+ >t; is a permutation of {¢1,...,t,}, one has

(¢, "7 Qt1)...Qtn)lg, 1)

/.@q q(tiy) .. .q(t;,) exp (z/t dr L(q,q')) . (9.50)

Thus not only the quantum mechanical overlap of states can be calculated via a classical path integral,
but also expectation of operators, at least if they appear time-ordered.

9.4 An application: time-dependent perturbation theory

From quantum mechanics one should be familiar with the procedure of time-dependent perturbation
theory, the lowest order leading to Fermi’s golden rule. One works in the socalled interaction picture,
in which a separation is made of the hamiltonian H = Hy + H;. The fast time evolution is described
in Hy while Hy is considered as a perturbation. The interaction picture is defined as

Uit t) = e o =t) (9.51)
Pr(t) = e Holyg(t) = et Hot et Hyy o (0) = e H1ty)g(0), (9.52)
Ar(t) = et Ag(t)e ot = giHot gge—iHot (9.53)

ie. if Hy = 0 it is the Heisenberg picture and the evolution (¢, t'|q,t) is described through the
operators by Hy. The evolution of the (interaction) states is described only by Hj,

0
U Yr = Hrt)yr(t), (9.54)
0
Z@ A[ = [A[,HQ], (955)
and
() = U, t) ¥i(t), (9.56)
i% Ut t)=H;Ut) (9.57)
with U(t,t) = 1 or
tl
Ut 1) =1—i / dr Hy(7) U (1), (9.58)
t
which can be solved by iteration, i.e. writing
L) =Y UM, (9.59)
n=0
one has
U, 1)
t/
UO@ ) = 1-i / dr Hy(r) U (1,1) — UO (&', 1)
t

i) /t " e Hir)
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UR( ) = 1—i / dr Hy(r) [0, ) + U0 0)] - [0, 0) + 0O 1)

= (—i) /t dr Hy(1) UM (1, 1)

U™ t) = (=) / t dr Hy(1) U™V (7, 1)

t’ T1 Trn—1
= (—Z)n/ dT1/ dTQ.../ dTn H[(Tl) H[(Tn)
t t t

_an et t’ t’
- (7;) / dﬁ/ drg.../ drn T Hi(1) ... Hi(1). (9.60)
: t t t

The last equality is illustrated for the second term U® in the following. The integration

t’ T1
/ dﬁ/ dre Hr(m1) Hr(2)
t t

can also be performed by first integrating over 72 but changing the integration limits (check!).
Thus we can write the integration as the sum of the two expressions (multiplying with 1/2),

_ %/ dﬁ/ dry Hi(m1) Hi(72)

/ dTg/ dri Hi(m1) Hi(12),

Now the integration can be extended by adding theta functions,

1 t/ t
5/ dﬁ/ dre Hi(m1) Hr(72)0(m1 — T2)
t t

1 t t
+§/ dTg/ dm H[(Tl)HI(T2)0(7'l_T2),
t t
which can be rewritten (by interchanging in the second term the names of the integration variables)
1 t t
=5 [ dn [ dn [Hi(n) Hi(r)0(r )+ Hi(m) Hy(r)0(m2 = 70),
t t

the desired result.

The time evolution operator, therefore, can be written as

Ut t) = 2(_ /dﬁ/ dry .. /drnyﬂ, (1) ... Hr(m)

T exp (—z/ dTHI(T)>. (9.61)
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source detector
« - .
T t t T
L L+Jg L

Figure 9.1: Physical picture of vacuum to vacuum amplitude in presence of a source term

This is not a surprising result. We can again rewrite the time-ordered products as functional integrals
as derived in the previous section,

(@ g t) ={d,t'|T exp (—z‘ /t dTHz(Q(T))> g, )" ="

= /@q 9% exp <—i/tt/ dTHI(q)> exp <z /tt/ dr [pq — Ho(p,q)]>

= /@q @% exp <z/t dr [pg — H(p,q)]) ) (9.62)

The combination of exponentials in the last step is allowed because we are simply dealing with classical
quantities (not operators!).
9.5 The generating functional for time ordered products

By introducing a source-term, L(q,q) — L(q,q) + J(t) - g, it is possible to switch on an interaction,
physically pictured as, say, the creation of an electron (think of a radio-tube, making the electron) and
the absorption of an electron (think of a detector). Before and after these processes there is only the
vacuum or ground-state |0). Consider, furthermore, a set [n) of physical eigenstates. The Heisenberg
state |¢,t) is related to the Schrodinger state |q) by |g,t) = e #t|q), i.e. for the physical states

(g, tln) = (g|n) e="Fn* (9.63)
with (g|n) the time-independent wave function, for example

(zln) = ¢n(x) =e'*® for plane waves,

(xln) = e 72 for g.s. harmonic oscillator.

Considering the source to be present between times t and ', which in turn are embedded between an
early time T and a future time 77, i.e. T <t <t' <T’, one has

/@q exp <z/t dr [L(q,d)+J(T)q]>, (9.64)

/dq’ dg(Q", T'¢',t') (¢, t'|q, t)” (q,|Q,T), (9.65)

(d.t]q,t)’

Q. 7'Q,T)’

with
(@ HQ,T) = (g, tln) (nQ,T) = dula,t) $5(Q) e #»7. (9.66)

n
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Figure 9.2: Analytic continuation of boundaries T and T’

We can project out the groundstate by an analytic continuation in the time, T'— i 0o and T — —i 00,
in which case e*#rT — e~ Fn'> and the term e*#°7 is dominant, thus

(q,t1Q,T)

TLI?OOW = ¢o(g,t).
We define the generating functional Z[J] as
: (Q.T'Q,T)’
Z\J] = lim - - 9.67
U= e TR TI6,(Q) Q) (567
T — 400
— [ dq'da il o) a0 nla. ) (9.65)
= <Oout|oin>J- (969)

The factor that has been divided out in the first line of this equation is a numerical factor depending
on the boundaries of the space-time volume (7T and T”). The generating functional precisely represents
the vacuum to vacuum amplitude from initial (’in’) to final(’out’) situation in the presence of a source.
The importance of Z[J] is that the time ordered product of operators can be obtained from it. Since
we have (neglecting multiplicative factors),

7= dm / q exp <z /T " i [L (q,%) +J(T)q(T)D, (9.70)

T — 100
one immediately finds
0" Z[J)
0J(t1)...0J(tn)

hence the name generating functional.

= ()" (0.7 Q(t1) - .. Q(tn)[0), (9.71)

J=0

9.6 FEuclidean formulation

The above expression (Eq. 9.70) for the generating functional is in fact ill-defined. Better is the use
of imaginary time ¢t = —it, such that
t — 100 — t — —oo0,

' — —ioco — ' — 0.
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In terms of the imaginary time we can write the Euclidean generating functional,
R _dq -
Dq exp dr |L( q, i + J(T)q(T) (9.72)
Lo T
o0 . dq B B
= 2q exp | — dr |Lg | q, 7= J(T)q(7)| ], (9.73)

ZglJ]

where J J
q .aq
L , = =-L si—= 1, 974
E(q dt) <q Zdt) (9.74)
e.g. when
dq 1 (dq 2
r(af) = 5 (%) -ve (9.75)
1 [dq 2
= —= (=) —V(g),
; (%) -v
dq 1 [dq 2
L ,—= = - (= Vi), 9.76
(o) = 5 (%) +ve (9.70

which is a positive definite quantity, ensuring convergence for the functional integral Zg[J]. As
discussed in the previous section the interesting quantities are obtained from functional differentiation
with respect to the sources. The differentiations in Z[J] and Zg[J] are related,

1 5" Z[J] i 5" Z[J]

Z1J) 63 (1) .6 (tn) | y=o Zuld] 8J(0) ... 00(5,) | =0 (9.77)
t

where the expressions have been divided by Z[J] and Zg[J] in order to get rid of dependence on
multiplicative factors.

Exercises

Exercise 9.1

Convince yourself by choosing an appropriate (orthonormal) set of functions that

1 1
Pa exp(—zaKa)=——,
f oo o (-gara) = 2

for real-valued functions,
1

det K~

/.@a Pa* exp (—a* K o) =
for complex-valued functions and
/@9* 26 exp (—0* K 0) = det K.

for Grassmann valued functions. In all of these cases the determinant of the (hermitean) operator
K is defined as det K = [[, K, where K, are the eigenvalues of the matrix Ky, in K(z,y) =

Zm,n fm () Ky f ()

Exercise 9.2

Check the examples of functional derivation for real-, complex- and Grassmann-valued functions.
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Exercise 9.3

Prove the following relations

1 1 1
PDa exp| ——aKa—aw | = ex —wK1w>, 9.78
/ p( 2 ) VAt K p<2 (878)
* * * * _ 1 * —1
/.@a Do exp(—a*Ka—ao*w—w a)_detK exp (w* K 'w), (9.79)
/90* 26 exp (—0* K6 — 6*n —n*0) = det K exp (n* Kt n) . (9.80)

where [dy K(z,y) K (y,z) =d(z — 2).



Chapter 10

Feynman diagrams for scattering

amplitudes

10.1 Generating functionals for free scalar fields

The generating functional for quantum fields is a generalization of the results in the previous sector
to a system with more degrees of freedom, i.e. ¢(x,t) is considered as a set of quantum operators

¢z (t) in the Heisenberg picture and

(&7 ) t) = /_@¢@H exp (z /tt/ dr d®z {H(x)qa(x) —%(¢,H)}>
= /9¢ exp (2 /:/ d*z X(x))
and
ZlJ] = T_)ZOO /.@gb exp< /T, d*z [ZL (¢, #¢)+J¢]>

/ 76 exp< / drp (L6, 0,0) — J¢1)

(10.1)

(10.2)

(10.3)

The Euclidean formulation is as before, implying at the level of four vectors in coordinate and mo-

mentum space (when k- = kg - xg) for instance

a2t =iz0 =it E* = —i k0

zow= (202 =0 (@) ==Y @2 kek=(k0)2 =0 (k)2 = — 3 (k)2

d*rp =id'x d*kp = —id*k
& =5 0,00"¢ — 5 M? ¢ ZLp =L (0h0)? + 1 M?§?
Furthermore we find the n-point Green functions

" Z1J]

— (n)
x1)...6J(z0) |-, =G"(x1,...,20),

017 6far) .- 0(a)]0) = ()" 53¢

82

(10.4)
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for which we introduce the picture

X, X,

~_
G (T1,...,20) = X, /\(X
X/u c)o

These Green functions appear in the expansion

701 =3" ;—, /d4a:1 bz GO, wn) J(n) T (). (10.5)

Zy|J] for the free scalar field

For the (free) scalar field lagrangian

£ = 50,60 — L M7 ¢, (10.6)
the generating functional is (using 8: = - BZ) given by
Zo[J] = /@¢ exp —i/d4x l<;5(('9N5“ +M?)¢p—Jo (10.7)
2 ﬁ_/
K

where K, = (0,0" + M?)§*(z — y). As discussed in the previous section (exercise 9.3) one finds

Zo[J] = exp (—%i/d‘lx dYy J(z) Ap(z — ) J(y)) = exp (i Wo[J]), (10.8)
where we made the choice Zy[0] = 1 and
(0u0" + M?) Ap(z —y) = =6z — y), (10.9)

i.e. Ap (the socalled Feynman propagator) is the Green’s function of the Klein-Gordon equation.
Furthermore, with Zp[0] = 1, one immediately sees that

. (_i)2 52Z0[J] (2) X, oe—x X
iAp(r1 — 22) = =Gy (r1 —x2)="1 2 10.10
rloy—a2) Zol0] 6J(x1)d0J(xa) |,y ° (@1 = 2) (10.10)
In order to determine A, consider the general solution of
(0,0" + M?) A(z) = —6*(z),
which can be written as 2
A(z) = “ike A 10.11
@ = [ Gy e Am) (10.11)
with (k2 — M2)A(k) = 1 or
A L __ ! = ! . (10.12)

(k) = K2—M? T (W02 _K2_ M2 (k02— 2

Depending on the path choosen in the complex k° plane (see exercise 7.3) one distinguishes
the retarded Green’s function

d4]€ e—ikm
Ag(x) :/(%)4 RS (10.13)
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satisfying Ag(x,t) =0 for t <0,
the advanced Green’s function

d4]€ efik»w
Aa(z) = / o)t =i B (10.14)

satisfying A4 (x,t) =0 for t > 0,
the causal Green’s function

Ak etike d'k etk
A _ _ 10.1
ole) / (2m)* (K0)? — E? +ie / (2m)* k2 — M2 + i€’ (10:15)

and finally the Green’s function

_ d4k e—ik-z
Afz) = 9’/ oni o (10.16)

They are solutions of the inhomogeneous equation. The solution of the homogeneous equation
(0u0" + M?) A(x) = 0 can also be written as an integral in k-space,

d4k efik»w
Alz) = — /(%)4 — (10.17)

where C' is a closed contour in the complex k°-plane. The contours for

iA@) = [6(x),6(0)] =il (2) +iA_(z)
3
iAy(x) = [¢+($),¢_(0)]:/(27:l)73k2E6m-w

3
iA-@) = [o-@.0.0) = [ Gisge

are also shown in exercise (7.3). It is straightforward (closing contours in the appropriate half of the
complex plane) to prove for instance that

iAc(x) = 0(2°)i Ay (x) — 0(—2°)i A_(z). (10.18)

—ik-x

Thus we see various solutions. In order to see which is the appropriate Green’s function to be
used in the generating functional Zy[J] we will take two routes. The first possibility is to consider the
well-defined Euclidean formulation, the second is to explicitly consider (0.7 ¢(x1) ¢(x2)]0).

e Firstly, in the (well-defined) Euclidean formulation starting with £z = (0k¢)* + $ M?¢? -
J¢ with the equation of motion ((9%)* — M?) ¢(z) = —J(z), the generating functional can be

written
ZolJ] = /_@qb exp </d TE {— ¢ (0405 — M2)¢—|—J¢]> (10.19)
= exp <—§ /d4xE d*yp J(z) (—i Ap(z —y)) J(y)) , (10.20)
where
((0)? = M?) (i Ap(z —y)) = —6*(x — y) (10.21)
or (see fig. 10.1 for countours)
k%=co 4 —ikg-w
_ ) E d k'E e E'TE
k% =ioo d4k e—ik-z
_ /ko:_m Gy (10.23)

where the latter contour can be deformed to the contour for Ac, i.e. Ap = Ac.
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0 0
k2 k

Figure 10.1: Contour in the k° plane for the Feynman propagator in Euclidean and Minkowski space

e As the second possibility, we use the fact that iAp(z —y) = G®(z —y) = (0|7 ¢(x)d(y)|0) to
calculate Ap via the time-ordered product. We find (see also section 7.2.1)

i Ap(r —y)
= (017 ¢(x) (y)|0)
= 6(2° — y°)(0lo(x) ¢(y)10) + 6(y° — 2°)(0|o(y) ¢(x)|0)
= 0(z" — ) (0l () o ()|0) + O(y” — 2°) (0] (y) ¢ (x)|0)
= 0(2° — y°)(0l[p4 (), ¢— (1)]|0) — O(y° — 2°)(0[[¢— (z), D ()]]0)
= 0" —y)iA (x—y) -0y —a°)iA (z—y)

=iAc(x —y), (10.24)
the same result as above.

Knowing the explicit form of Zy[J] it is straightforward to calculate the 4-points Green’s function.

It should be clear that Gé4) can be expressed in terms of Gé2) = 1 AR, because this is the only quantity
entering Zy[J]. Neglecting multiplicative factors or equivalently assuming that Zy[0] = 1, we have

G (@1, w2, 23, 24) = (017 (21) d(w2) $(3) d(4)|0)

= (=0)° 6J(:c1).5.4. 0J(w4) P <_%i/JAF J> J=0

= —[Ar(z1 — 22) Ap(xs — x4) + Ap(x1 — x3) Ap(z2 — 24) + Ap(z1 — 24) Ap(z2 — 23)],
(10.25)

or diagrammatically
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10.2 Generating functionals for interacting scalar fields

When interactions are present, i.e. .Z(¢) = Z(¢) +-Z1(¢), the generating functional can be written,

ZlJ] = /% exp (i/d4x [Z0(0) + Z1(0) +J¢]> (10.26)
(e[ (5t)
/@qs exp <z’/d4x [L(h) + J(b]) (10.27)
- o(tfen (5t)
exp (—% i / o dby J(2) Ar(z — 1) J(y)) (10.28)
= exp <%/d4x dty 5(;5(23:) iAp(z—y) ﬁ(y))

exp (z / &z [20(6) + J(z)¢(z)]>} (10.29)

$=0

This expression will be the one from which Feynman rules will be derived, with propagators (i Ap)
being connected to vertices (i .27) according to the above expression for the functional Z[J].
Consider as an example the interaction

g
Z1(¢) = - ¢*
in the scalar field theory discussed sofar. To zeroth order in the coupling one has
1
Z(go)[J] = Zp[J] = exp (—51 /JAF J) , (10.30)
and in zeroth order
GO =G =1, (10.31)
G(2’go)($1,x2) = Géz)(ﬁl,xg) = iAF(xl — {EQ) = Xl X2 (1032)

— %

G(4790)(x1,x2,x3,x4) = G84) (.’,Ul,xQ, 3, 334) =

* X (10.33)

To first order in g one has

ARl - z’/d4z$1 G M‘iz)) exp <—%i/JAFJ)

—iJ d4z{—3A%(0)+6i Ar(0) [/d“xAF(z—x) J(f)r

41
+ [/d4xAF(z—x) J(x)r} exp <—%z /JAF J) . (10.34)

Introducing a vertex point to which four propagators are connected.

= —i 4z .
>Z< = g/d (10.35)
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one has
J J
1 1 1
2617 = <§ oot 04 >< )zom, (10:36)

from which one obtains

1
go = L C>2C> , (10.37)
1 z
G () ) = - 41 O , (10.38)
8 Xq x, 2%X1 7%

The result for the 4-points Green’s function is left as an exercise.

Connected Green’s functions

We have now seen the Green’s functions as the quantities appearing in the expansion of the generating
functional Z[.J],

ZN=> ;—n' /d4x1 cdir, G (L x) J(x) L T (). (10.39)

We have calculated the function up to first order in the coupling constant for ¢*-theroy. In the free
case we have seen that the exponent of Z[J] contained all essential information. Diagrammatically
this exponent only contained the two-point function, which also was the only Green’s function for
which the diagram was connected, i.e. did not contain parts that could be written as products of
simpler Green’s functions. This remains also true for the interacting case. To see this write

Z[J=exp((WI[J]) or iW[J]=1InZ[J], (10.40)
with (by definition) the expansion
n—1

W =3 ’n! /d4x1 cdba, Gz, w) J() . T () (10.41)

in terms of socalled connected Green’s functions,

"W |[J]
0J(x1)...0J(xp)

Xl
X\/\/(
Gﬁn)(mla' . axn) = X2

G (@1, a) = (—i)" ! : (10.42)

J=0

which are denoted

Specific examples are

GO = O (vacuum bubble)
GV (x)) = — ) (tadpole)
GEQ) (x1,29) = >‘—<>ﬁ< (connected propagator)
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To see that Z[J] = exp(i W]J]) contains all non-connected diagrams can be performed inductively,
but is easily illustrated by writing down the first few terms. If

iw = O +z’/d4x1{ —0 }+;—2!/d4x1d4x2{ —O— 1

then
exp W) = 14 iW[J] +WV2[!J])2+(”2[!JD3+...
= 1
+ O +i/d4x1{ x Q }+;—2!/d4x1d4x2{ x—Q—x }
O . s Q 20, X—Q_X
+%O+i/d$1 Q —|—5/dx1d3:2 Q
+ X4<>
°o—
O —O —QO—
+%O+2/d4az1 LO —|—§/d4x1dm2 ;Q
21 2 Q
— @
F@—
@,
+ ...
Notes:

(i) In G™ the connected Green functions G appear with particular combinatorial factors (accounted
for in the definition of Feynman rules to be discussed later).

(ii) Note that Z[0] = exp(iW[0]) appears as a multiplicative factor, in the expansion of which all
vacuum blobs are contained,

These can be divided out. In the expansion of Z[J]/Z[0] one (by definition) has the socalled source
connected Green’s functions G,

(iil) G4 = GV,

(iv) If
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i.e. the vacuum expectation value of the field ¢(z) is zero, implying the absence of tadpoles, then
G =G forn < 3.
For the free scalar theory, considered explicitly, we have

Wold] = = [ d'ad'y (@) Ara — 1) T(0) (10.43)

implying as expected as the only nonzero connected Green’s function

S2WJ)

_0® .
S0 (m) |~ G0 (o w2) =i Ap(ry —2). (10.44)

J=0

G (x) — 22) = (—i)

For the interacting theory, one finds for the connected 4-point Green’s function at order g,

X1 X3

G£4’g1)(331,332,333,$4) = >Z<: (10.45)

X, X,

as the only surviving diagram (see exercises).

10.3 Interactions and the S-matrix

The S-matrix

The S-matrix transforms inial state free particle states (in-states) |co;in) = |p1,...pn;in) into final
state particle states (out-states) |3;out) = |p},...pl,;out) (suppressing except momenta all other
quantum numbers),

Spa = (Brout|azin) & (B5in|S = (B3; out|
& ajin) = S|a; out). (10.46)

The properties of the S-matrix are
(1) The vacuum is invariant or |Spo| = 1.
Proof: (0;in|S = (0; out| = €*¥°(0;in| (choose g = 0).
(2) The one-particle state is invariant (conservation of energy and momentum; translation invariance),
(p; out|S|p'sin) = (p; out|p’sin) = (p;in|p';in) = (p; out|p’; out) = (p|p’).
(3) S is unitary (it conserves the scalar product from initial to final state).
Proof: {(a;in|S = (a;out| and ST|a;in) = |a; out),
thus (3;in|SST|a;in) = (B; out|a; out) = 6,5 < SST = 1.
Next, this will be translated to the action on fields. Also for free field (Heisenberg) operators a
distinction is made between ¢;, and ¢oy:. In line with the consideration of the generating functional
representing the vacuum to vacuum amplitude we consider fields ¢;,, @out and the interpolating field

o),

t=—00 t=+o0

¢in (33) (;5(33) ¢OUt (3:)

where ¢;, and ¢.,; transform under the Poincaré group as scalar fields and satisfy the homogeneous
Klein-Gordon equation with the physical mass M, e.g.

(0,0" + M?) ¢y (z) = 0, (10.47)
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while ¢ satisfies the inhomogeneous Klein-Gordon equation with the bare mass My (this is the mass
appearing in the lagrangian .%p),

(0,0" + MG) ¢(x) = J(x). (10.48)

The fact that ¢;, and ¢,y satisfy the homogeneous Klein-Gordon equation with the physical mass
M implies that they create particles and antiparticles as discussed, e.g.

3
0l0) = [ g [alh) fla) + al () fi(@)]. (10.49)

The field ¢ can be expressed in ¢y, /ous using retarded or advanced Green’s functions,
(0,0" + M?) ¢p(x) = J(z) + (M? — Mg)¢(z) = J(2) (10.50)
8(0) = VZoun(a) ~ [ d'yAnle ~ 1) T(w)
—VZou (@)~ [ dyd's Anle— 1) K(5,2) () (10.51)
6(0) = VZoou(e) ~ [ d'ydts Balo — ) K(1.2)0(2). (10.52)

Although the above, as it stands, implies the strong (operator) convergence ¢(x) — v/ Z i, (z), this
can actually not be used as it would imply [¢(x), ¢(y)] = Z [pin (), din(y)] = iZ A(z —y), a causality
condition that can be proven to imply the absence of interactions. The convergence therefore must
be weakened to

(ale! (H)B) ==° VZ{ale!, (1)8) (10.53)

for normalizable states |a) and |3) and ¢/ (¢t) = [ d®(x) f*(x)i 50 ¢(x) with f a normalizable solution
of the Klein-Gordon equation (wave packet). Considering plane waves one sees from

Olp(z)lp) = tlilgoﬁ<0|¢out(m)|p> _ G emir
tlh_noo VZ (0¢in(2)|p) = VZ e~ 7"

that identical normalization of (single-particle) plane waves in initial and final state implies the same
wave function normalization Z for in and out fields.
The relation between S-matrix and in- and out-fields is: ¢in () = S Pous(z)S 1.

Proof: ‘ S
<6; OUt|¢out = { <<ﬁﬁ,7;;;||s¢;;’;w£ } - ¢zn S = S(bout(x)-

Finally we check that as expected S does not spoil Poincaré invariance, i.e. S is invariant under
Poincaré transformations: U(A,a)SU (A, a) = S.
Proof: ¢in(Ax + a) = Uin (2)U ! = UShout(2)STIUL = USU U ¢oue(x) U7LU STLUL
=USU 1 ¢out(Ax +a)USTIUL <« USUL = S.

The relation between S and Z[J|

To establish this relation, the source term J¢ in the lagrangian density is treated in the interaction
picture. The time evolution operator (see Eq. 9.62) is then

UL' ] = 7 exp <z /T dia J(x)qb(x)) , (10.54)
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and satisfies the property
Uz [J]
0J(x)

= i UL [J]) ¢(a)UL[J], (10.55)

or for U[J] = U= [J]

= GUX[J]¢(x)UL [J] (10.56)

X i¢(x) U] — iVZ pour(2) ULJ]
I U] d(x) — iVZ UL din ().

Since dU[J]/dJ(x) satisfies the same equations as ¢(z) and we know the limits, we can, just as we did
for ¢(x), express it in terms of advanced and retarded Green’s functions,

gg—([;f)] = WZ U] bin(x) — /d4y &z Ap(z — y) Ky, 2) ‘;[j([;’)]
= V7 bou(2) U] — /d4y & Aaz — y) Ky, 2) ‘;[j([j)]
Taking the difference between the two expressions
VZ ($out(@) ULT] = ULJ] din ()
=i [y (Bl =)~ Ao~ ) K 2) S (10.57)
) 570) '
or _ 5
(b (), SULT]] = é /d4y ' Aw — ) K(v.2) 5705 S (10.58)

In order to find a solution to this equation note that, with the use of the Baker-Campbell-Hausdorff
formula e Aet? = A+ [A, B] (for the case that [A, B] is a c-number), one has

[Av eB] = [Av B]eBa (10.59)
[A,eP e = [A, B+ CleP e, (10.60)

provided [A, B] and [A, C] are c-numbers. Thus applied to the field ¢(x) = ¢4 (z) + ¢— (),

[(b(x), of B o (@) f(2) of d4y¢+(y)f(y)}

= [yl o) fly) o 151G (S v 1,

i.e.
Lb(x),: e 42 0(2) £(2) ;} = i/d4y Az —y) fly) el T2 G (10.61)

where the normal ordered expression : el ?f  is used, which is equal to the expression el o-1 ef o+f
in which the creation operators are placed left of annihilation operators. Thus

SU[J] =: exp L d‘lxd4y¢m(x)K(x,y)L . FLJ], (10.62)
VZ 6J(y)

where F[J] is some (arbitrary) functional. Noting that (0] : e# : |0) = 1 it follows that

FLJ] = (0[S U[J]0) = (0|U[J]|0) = (Oout|0in) ox Z[J], (10.63)
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while for J = 0 one has U[0] = 1, i.e.

= L Yo dby g (x T L @
5= e (o [dedyonto Ko 51 - 2

Therefore, an S-matrix element between momentum eigenstates in initial and final states is found by
considering those source-connected Green’s functions (action of §/6.J on Z[J]/Z[0]) where the external
sources J(z;) are replaced by the particle wave functions (which are the result of acting with ¢;y, (z;)
on momentum eigenstates). Note that the Green’s function connecting the external point x; with the
bubble is annihilated by K (z,y).

Usually we are interested in the part of the S-matrix describing the scattering,

Spi=6p—i(2m) 62 (P, — Py) My, (10.65)

(10.64)

J=0

which is obtained considering only connected diagrams.
Explicitly, using that

3
onle) = [ s (o) (o) + a1 () fi )]

we get
W ASlp ) = .6 +(i)" [t gy
X GO (2w ) Ky fo@) . (10.66)

where G{" is the connected Green’s function, 1K, = (O, + M?) precisely annihilating an external
propagator iAg in the Green’s function.

Next we introduce the Fourier transform (after extracting a momentum conserving delta function
coming from translation invariance, see exercise 10.2),

(277)454(]91—|—...—|—pn)G(")(p1,...,pn)Z/Hd4xi e GO (30 ), (10.67)
=1

and the (amputated) Green’s functions

—1

G™ (p1,....pn), 10.68

P(n)(ph?pn): H
j=1

where A(p) is the Fourier transform of the (full) propagator Ap(x). It is straightforward to check
that the S-matrix element now precisely is given by the amputated Green’s function multiplied with
the momentum space wave functions of the particles in initial and final state (by which we refer to
the quantities multiplying the plane wave e**”"* in the field expansion, i.e. 1 for scalar case, u(p),

v(p), a(p) and v(p) for fermions and e,(f‘) (p) for vector fields).

10.4 Feynman rules

The real scalar field

The procedure to obtain the matrix element is commonly summarized by a set of rules known as
Feynman rules. They start with the propagator (iAr(k)) in momentum space, which is determined
by the inverse of the operator found in the quadratic term in the lagrangian i.e.

1
k2 — M2 + e

ek
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(in fact the inverse of the operator found in the quadratic term is for real scalar fields also multiplied
by a factor 2, which cancels the factor 1/2 in the quadratic piece; the factor 2 corresponds to the
two-points Green’s function having two identical ends).

For the interaction terms in the lagrangian, to be precise i.%; vertices in momentum space are intro-
duced,

(multiplied with 4! corresponding to the allowed number of permutations of identical particles). At
these vertices each line can be assigned a momentum, but overall momentum conservation at a vertex
is understood.

Corresponding to external particles wave functions are introduced

4<Hk 1
R k
—Fk |
In order to calculate the connected amplitude —i.#y; appearing in the S-matrix element these
ingredients are combined using Eqs 10.66 and 10.27, which is summarized in the following rules:
(Rule 1) Start with external legs (incoming particles/outgoing particles) and draw all possible topo-

logically different connected diagrams, for example up to order g2 the scattering of two neutral spin
0 particles (real scalar field) is described by

><+><x+§+@%

(Rule 2) The contribution of each diagram is obtained by multiplying the contributions from propaga-
tors, vertices and external particle wave functions in that diagram. Note that in calculating amputated
Green’s functions external lines are neglected, or calculating full Green’s functions external lines are
treated as propagators.
(Rule 3) Carry out the integration over all internal momenta (keeping track of momentum conserva-
tion at all vertices!)
(Rule 4) Add a symmetry factor 1/S corresponding to permutation of internal lines and vertices
(keeping external lines fixed). If problems arise go back to the defining expression for the generating
function in 10.27.

For the symmetry factor consider the examples (given in G. 't Hooft and M. Veltman, Diagrammar)
in the case of the interaction terms

_ !
31

Consider first the lowest order self-energy diagram,

VRN
NP

Z1(¢) ¢° — % *. (10.69)

The vertices are:
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Draw two points corresponding to the two vertices and draw in each of these points the lines coming

out of the vertices: \J_/

Now count in how many ways the lines can be connected with the same topological result. External
line 1 can be attached in six, after that line 2 in three ways. Then there are two ways to connect
the remaining lines such that the desired diagram results. Divide by the permutational factors of the
vertices, which have been included in the definition of vertices (here 3! for each vertex). Finally divide
by the number of permutation of the points that have identical vertices (here 2!). The total result is

1_6><3><2_1
S 31312l 2

As a second example consider the diagram
(S

After connecting line 1 (6 ways) and line 2 (4 ways) we have

TN N N

leaving 6 X 3 X 2 ways to connect the rest as to get the desired topology. Dividing by vertex factors
and permutations of identical vertices, the result is

1 6x4x6x3x2 1

TR TR

There are three vertices,

Complex scalar fields

The case of complex scalar fields can be considered as two independent fields, or equivalently as
independent fields ¢ and ¢*. The generating functional in the interacting case can be written as

Z[J,J%
= /% 2¢* exp (i/d4x [¢0* (0,0 — M?) ¢+ L1(d) + J ¢ + J¢*])

= exp (z / d'z 2 (% 5;5(2)’ % 5Jf(z>>)

exp (— / o dby J*(2) iD (@ — y) J(y)> . (10.70)

In Feynman diagrams the propagator is still given by ¢A g (k), but it connects a source with its complex
conjugate and therefore is oriented, denoted

vk _ ]

’ k2 — M2+ de

Note that in this case the propagator does not have identical ends, i.e. there is no combinatorial factor
like in the scalar case.
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Dirac fields

For fermions the generating functional is given by

Zn, 7]

/%@w exp <i/d4x [1/)(—1’;3—M)1/)+$1(¢)+77¢+¢77])

exp <i/d42-$1 (%%(z)_% 5772)))

exp (= [ s dynta)iselo - ). (10.71)

where iSp is the Feynman propagator for fermions, which is the solution of (i@ + M)Sg(x) = §*(x)
(i.e. minus the inverse of the operator appearing in the quadratic piece) and is given by

iSp(x—y) = (0.7 ¢(x)y(y)|0) =

= (ifs + M)iAp(z —y) (10.72)
dp p+M
— —ipw 10.73
/(27r)4€ p? — M? + i€’ ( )
and the (oriented) propagator in Feynman diagrams involving fermions is
=P — i _ i+ M)y
p—M+ie). p?>—M2+ie

Jt

The time ordered functions are obtained by functional derivatives from Z(7,7), but the anticommu-
tating properties of Grassmann variables imply some additional minus sign in Feynman diagrams,
namely

(Rule 5) Feynman diagrams which only differ by exchanging identical fermions in initial or final
state have a relative minus sign, e.g. in e"e~ — e~ e~ scattering (Mgller scattering) the lowest order

contribution is \
4
TN

(see next section for e-e-y vertex).

(Rule 6) Each closed fermion loop gets a sign —1.

The latter rule is illustrated in the example of an interaction term .#; = : gi(z)i(x)é(x) : in an
interacting theory with fermionic and scalar fields. The two-points Green’s function (0|7 ¢(x) ¢(y)|0)
contains a fermionic loop contribution,

which arises from the quadratic term in exp (i [ d*z Z7),

W P S .
2 / e Sy on(z) (=) on()

and the quadratic term in Zo[n, 7],

—% /da: dy dx’ dy' 7(2)S(x — y)n(y) 7(z")S (2" — v )n(y').



Feynman diagrams for scattering amplitudes 96

The result is
x g?8(z—2)S(2 —2) = —g*iS(z — 2)iS(2 — 2),

which contains an extra minus sign as compared to a bosonic loop.
The wave functions for fermions are given by

i 4>_p< u; (p) incoming fermion
— P _ . .
)—>— | u;(p) outgoing fermion
[ a—pc v;(p) incoming antifermion
-p . . L
)—4— I v;(p) outgoing antifermion

In writing down the expressions for Feynman diagrams one has to be aware that the wave functions
and the propagators have more than one component. It is necessary to start at the end of a fermion
line (with the above arrow convention an outgoing fermion wave function % or an incoming antifermion
wave function v) and keep on following that line, writing down the propagators till the beginning of the
line (incoming fermion u or outgoing antifermion v) has been reached. As an example some scattering
processes in quantum electrodynamics will be discussed in the next section after the introduction of
the Feynman rules for vector fields.

Vector fields and Quantum Electrodynamics

As the most important example of vector fields consider the lagrangian density for quantum electro-
dynamics (QED),
1 LA - _

& = = FuF™ = S0 A + (i) — M) = eyt Ay, (10.74)
In addition to the fermion propagator and fermion wave functions discussed in the previous section
we have the photon propagator!

— k | 9w 1 kuk,
v = — B T B A

H AV Z[k2+ie < A) 2+ i

where the k,k, terms in the case where the photon couples to a conserved current (such as PryHap)

will not contribute. Particular choices of A are A = 1 (Feynman propagator or Feynman gauge) and
A = oo (Landau gauge). The wave functions are given by

k .
"RAVAVAVAV{ €u(k) incoming photon
—k
DAVAVAVAVE" €, (k) outgoing photon

The vertex for the coupling of photon to the electron is given by

/& = —ie(Yu)ii
i i

1For a massive vector boson inversion of the quadratic term including the Lorentz constraint oc 2 (9, A*)? leads to
q g 2 \Yn
the propagator

i Dy (k) = i | ——2m | (1— l) Pk
k2 — M2 + e A (K2 — M2 +ie) (k2 — M2 + ic)
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10.5 Some examples

e/ scattering

The first example is the electromagnetic scattering of an electron and a muon. To lowest order (x o =
e? /47) only one diagram contributes. The diagram and momenta and the commonly used invariants
(Mandelstam variables) for a 2 — 2 scattering process are

3 S

E‘\?/k’ .
x

E—k)Y =¢=2m>—-2k-k
_ p/)Q —9 ]V{Q _ 2]). Z{

E—p)? =m?>+ M?* -2k -p

—. P —p)

1
p//./\ = (K —p?=m>+M* -2k -p
2 4

s + t+u:me:2m2+2M2

The scattering amplitude is given by

—i = u(k', s3)(—ie)y u(k, s1) _quQW a(p', s4)(—ie)y u(p, s2), (10.75)

Note that the ¢*¢” term in the photon propagator are irrelevant because the photon couples to a
conserved current. If we are interested in the scattering process of an unpolarized initial state and we
are not interested in the spins in the final state we need |.#|? summed over spins in the final state
(2_s.s,) and averaged over spins in the initial state (1/2 x1/2x > _ ) which can be written as (see
also chapter 4)

51,52

1 e?
P =g 3 e s k) A sa)ven(p, )

$1,52,83,54

4
_ € m v (M
= q—4L§W>LM ) (10.76)
[using that (@(k')y,u(k))* = a(k)y,u(k’)], where

1 ~
Ll(]’,}) = 5Za(k’,s’)’yuu(k,s)u(k,s)"y,,u(k’,s’)

s,s’

1
= 5T (k" + m)yu(k +m)v]

= 2[kuk, + koK), = g (k - K — m?)]

= 2kuk), +2kk, + ¢ g (10.77)

Combining LEZLL) and L* M) one obtains

L ) = 2 [s2 4+ u? + 4(M? + m?) — 2(M? + m?)?] (10.78)
and ) )
2
g = 20 [+ O ) = 2000 4 )] (10.79)
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e et — p put scattering

The second example is the annihilation of an electron pair and creation of a muon pair. To lowest
order (oc v = €2 /47) only one diagram contributes. The diagram, the masses, momenta and invariants
are

K 5 (k+ k) =@+p)°

Lo
Y = (P = (=

The scattering amplitude squared (spins summed and averaged) is given by

1 €2

PA 1 Z [a(p, s3)7"v(p', 54)

51,52,83,54

u = (k—p)?=F-p)?

? T)(kv Sl)"/uu(klv 82)|2

64
- ? (é Z ﬁ(k’sl)vﬂu(l{/?s?) u(k/752)7VU(k781)>

51,52

X (% Z a(p, s3)v*o(p', s4) 0(p', s4)7 u(p, 33)>

53,54

64 1 1 ,

= (5 Tr(f = m)(k + mm) (5 Te(p+ M)y (5 — M)y )
et ’ ’ 1 " » 1 »
= 48—2 kﬂkV+kau_ §gl“/$ p p +pl/p _ 59 s
and ,
2 2
4% = T [P+ + 450 ) = oM 4 )] (10.80)
T

Note the similarity in the amplitudes for ey scattering and e“e™ — p~p. Basically the same diagram
is calculated and the result are the same after the interchange of s «» t. This is known as crossing
symmetry. Similarly, for instance Mgller scattering (e"e~ — e~e™) and Bhabha scattering (e"et —
e~e™) are related using crossing symmetry.

Exercises

Exercise 10.1

(a) Give in diagrammatic notation the full Green functions G¥)(z1,...z4) for the interacting case
to first order in the coupling constant g as obtained from the full expression for Z[.J] in section
10.1.3.

(a) Use the definition of the source-connected Green function G to show that indeed source-
connected diagrams survive.

(¢) The same for the connected Green function G,

Exercise 10.2

(a) Show that the translation properties of the fields and the vacuum imply
G (xy +a,...,xn+a) =G (xy,...,x,).
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(b) Show (by using z as shift-varible) that this implies that
/ﬁ diz; PTG (2, ) o (20)4 04 (p1 ..+ pa),
i=1
hence we can write
/f[ dix; P GOz, w) = 200t (pr + 4 pn) G (D1, ),
i=1

which means overall momentum conservation in Green functions in momentum space.

Exercise 10.3

Show that the combinatorial factors found using the rules given in section 10.3 reproduce for the
diagrams

oo O

the factors in Eqs 10.37 and 10.38.

Exercise 10.4

(a) Write down the Feynman diagrams contributing to electron-electron scattering, e(p1) + e(p2)
— e(p}) + e(ph) in lowest order in «. It is of the form —i .# = Ay — As.

(b) Calculate the quadratic pieces and interference terms,
| > = T11 + Tay — Tia — Tou,

in the amplitude (Tj; = AfA;). Express the contributions in invariants s, ¢ and w. Show that
the amplitude is symmetric under the interchange of ¢ < w.



Chapter 11

Scattering theory

11.1 kinematics in scattering processes

Phase space

The 1-particle state is denoted |p). It is determined by the energy-momentum four vector p = (F, p)
which satisfies p? = E? —p? = m2. A physical state has positive energy. The phase space is determined
by the weight factors assigned to each state in the summation or integration over states, i.e. the 1-
particle phase space is

d’p d'p 0 2 2

= 2 — 11.1
| ot = [ e et maR — ), (1L.1)

(proven in Chapter 2). This is generalized to the multi-particle phase space

n dBp,L
dZ(p1, - .-, pn) —11;[7(%)3 25 (11.2)
and the reduced phase space element by

d%(sapla s 7pn) = (27T)4 54(P - Zpl) d‘%(plv R 7pn)a (113)

which is useful because the total 4-momentum of the final state usually is fixed by overall momentum
conservation. Here s is the invariant mass of the n-particle system, s = (p1 + ...+ pn)?. It is a
useful quantity, for instance for determining the threshold energy for the production of a final state
142+ ...+ n. In the CM frame the threshold value for s obviously is

n 2
Sthreshold = (Z m1> . (114)
=1

For two particle states |pq,ps) we start with the four vectors p, = (E,,p,) and py, = (Ep, py)
satisfying p2 = m2 and p? = m?, and the total momentum four-vector P = p, + py. For two particles,
the quantity

s=P?= (p, +p)? (11.5)

is referred to as the invariant mass squared. Its square root, /s is for obvious reasons known as the
center of mass (CM) energy.
To be specific let us consider two frequently used frames. The first is the CM system. In that case

pa = (E3™, q), (11.6)
o = (EBy™, —q), (11.7)

100
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It is straightforward to prove that the unknowns in the particular system can be expressed in the
invariants (mg, mp and s). Prove that

(s —m2 —m?2)2 —4dm2m? A(s,m2,m2)

al=/ 2 Y AL ST 3} (119

e — 2 ma —mp (11.9)
a 2\/5 ’ .

pom S = ma g (11.10)
b - 2\/5 . .

The function A(s,m?2,m?) is a function symmetric in its three arguments, which in the specific case

also can be expressed as A(s,m2,m?) = 4(p, - pp)* — 4p2 pj.
The second frame considered explicitly is the socalled target rest frame in which one of the particles
(called the target) is at rest. In that case

= (B, pl), (11.11)
Py = (my, 0), (11.12)

Also in this case one can express the energy and momentum in the invariants. Prove that

2 2
oy S 11.13
o= ST (11.13)
A(s,m2,m2)
trf y gy 110
== 11.14
pi| = VA (11.14)

One can, for instance, use the first relation and the abovementioned threshold value for s to calculate
the threshold for a specific n-particle final state in the target rest frame,

E' (threshold) = < Zml —m? — mb> (11.15)

Explicit calculation of the reduced two-body phase space element gives

1 d?’pl d®pa
= SHP =p —
d%(s,p1,p2) @n)? 26, 25, (P —p1—p2)

= (2717)2 4E1q 0(Vs = B — Bo)
— G A/ - B - )

which using |q|d|q| = E1 dEy = E2dE; gives

d%R(s,p1,ps) = (2@)2 dQ(q) ZEE 153 5(v/5 — Ey — B»)

/s Aw 8rs Arm

where \12 denotes A(s,m%,m3).
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Kinematics of 2 — 2 scattering processes

The simplest scattering process is 2 particles in and 2 particles out. Examples appear in

11.17
11.18
11.19
11.20

T +p T +p
™ +n

7t +77 +n

Ll

(11.17)
(11.18)
(11.19)
(11.20)

The various possibilities are referred to as different reaction channels, where the first is referred to
as elastic channel and the set of all other channels as the inelastic channels. Of course there are not
only 2-particle channels. The initial state, however, usually is a 2-particle state, while the final state
often arises from a series of 2-particle processes combined with the decay of an intermediate particle
(resonance).

Consider the process a +b — ¢+ d. An often used set of invariants are the Mandelstam variables,

s = (pa + 1) = (Pe + pa)? (11.21)
t = (pa —pc)® = (pb — pa)® (11.22)
u=(pa —pa)’ = (pb — pc)’ (11.23)

which are not independent as s+t +u = m2 + mj + m2 + m2. The variable s is always larger than
the minimal value (m, + my)2. A specific reaction channel starts contributing at the threshold value
(Eq. 11.4). Instead of the scattering angle, which for the above 2 — 2 process in the case of azimuthal
symmetry is defined as p, - p. = cos 6 one can use in the CM the invariant
_ 2 CM 2 2 o
t=(pa —Dp)” = m;+m: —2E.E. 4+ 2qq coscp,

with ¢ = \/Aap/4s and ¢’ = /Acq/4s. The minimum and maximum values for ¢ correspond to e
being 0 or 180 degrees,

max  — ;24 m2 _2E,E, +2qq¢
= m24+md— (5+m§_m§2)(5+m§_m3)iv)\;b)\cd. (11.24)
S S

Using the relation between ¢ and cos 0., it is straightforward to express dQcy, in dt, dt = 2 qq’ d cos Ocp,
and obtain for the two-body phase space element

q/ dQcm \/)\_cd dQcm
) = = 11.2
A% (s, e, pa) dm\/s Am 8rs Ar (11.25)
-4 dt (11.26)

87vAw  16mq/5

Kinematics of inclusive hard scattering processes

In high energy (hard) scattering processes, usually many particles are produced. In an inclusive
measurements no particles are detected in the final state, in an exclusive measurements all particles
are detected. Consider the 1-particle inclusive case, in which one particle is detected, Hy + Hy —
h1 + ha + X, or including momenta

H,(P) + Ha(Py) — hy(Ky) + X. (11.27)
At high energies, there is usually a preferred direction and it is useful to use rapidity as a variable,

E =mq coshy, p.=mqsinhy, pr= (pz,py), (11.28)
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with m2 = m? — p2 = m? + p? —|—p§. The rapidity y,

1 E+pz E+Pz —1 (D=
-2 —In (== ) =t (2,
Y 2H<E—pz> n( mT) o E

is convenient because under a boost (along z) with velocity § it changes as y — y — tanh ™! 3, which
means that rapidity distributions dN/dy maintain their shape. For large energies and not too small
angles (6 > 1/v) y is approximately equal to the pseudo-rapidity 7,

n = — In(tan(#/2)) = tanh™ " (cos §), (11.29)
which (only involving angles) is easier to determine. The one-particle phase space in terms of these

variables becomes 5 ) ) )
d’p _ dyd’pr _ dydlp.|* d¢ _ |p| dndlp.|* d¢ (11.30)
(2m)32E  2(2m)3 1672 27 E 1672 27’ '

with at high energies the factor |p|/E ~ 1.

11.2 Crossing symmetry

In the previous chapter, we have seen that the amplitudes for the processes e~ = — e~ u~ and the
process e~ et — ptpu~ are simply related by an interchange of the variables s and ¢. This is known
as crossing symmetry.
Given a two-to-two scattering process ab — cd one can relate the processes
b d = d 3 W
C d b
P, /IO4 Ry b, B

p —
17N 7 ] LN
a Cc a b a c
ab—cd ac— hd ad—cb
They are referred to as s-channel, t-channel and u-channel processes respectively. With the momenta

defined as in the figures above one has for all these processes the same amplitude .Z (s, t, u) with

s=(p1 +P2)2 = (p3 +P4)27
t=(p1 —p3)® = (p2 — ps)?
u=(p1 —ps)® = (p2 — p3)°.

These variables are precisely the Mandelstam variables for the s-channel process (ab — cd). For the
t-channel process (a¢ — bd) one has

st = (pa +pe)* =1,

tt = (pa _pl;)2 =3,

u = (pa _pd)z = U,
while for the u-channel process (ad — cb) one has

su = (pa +13)* = u,

ty = (pa - pc)2 =1,
u = (pa —pg)2 =s.
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Analiticity of the field theoretically calculated result implies

A,

a

A,

a

E—»Bd(st =ttt = s,uy = u) = '%abﬂcd(svta u)7 (1131)
o (st =6ty = s,up = u) = Map—ca(s, t,u). (11.32)

One can also phrase it in the following way: one has one analytic function #,p—.cq(s,t,u) that
represents physical amplitudes in the physical regions for three scattering processes. To see this one
can make a two-dimensional plot for the variables s, ¢t and w. This is a consequence of the constraint
s+t+u= M2+ MZ+ M2+ M2. To find the physical regions one looks for the boundaries of

cosfs = S [s(t —u)+ (M2 — MZ) (M2 — M3)],
AabAed
1
COSGt = m [t(S —U/) + (Mg — ]\462)(]\41)2 —M;)] s
cosf, = ! —s)+ (Ma2 — Mj)(ME — sz)] .

[t
VAgar
This defines the boundaries of the physical regions, shown below for the case of equal masses.

7
;

. ac— bd ,
o N y
o\ SN
® S
(‘\\ \\\ //’ %\,
v /¢
Q t <
Vi A\
? /k Q
/// u S \\\\
co,= 1 coPe=1
7777777777 lil ””””1/””””” t:O””7””\\”””7”5”””7”,
— ///N \\\
ad—-cb %\&;@bﬁ cd
S o> \
$ o3
"G U
y e\

11.3 Cross sections and lifetimes

Scattering process

For a scattering process a+b — ¢+ ... (consider for convenience the rest frame for the target, say b)
the cross section o(a+b — ¢+ ...) is defined as the proportionality factor in

%:g(a+b—>c+...)-Nb-ﬂuX(a),

where V and T indicate the volume and the time in which the experiment is performed, N./T indicates
the number of particles ¢ detected in the scattering process, N, indicates the number of (target)
particles b, which for a density py is given by N, = pp - V, while the flux of the beam particles a is
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flux(a) = p, - v*t. The proportionality factor has the dimension of area and is called the cross section,

i.e.
N 1

o= —T- v 7papb ’Uflrf.
Although this at first sight does not look covariant, it is. N and T -V are covariant. Using pf =

p,(lo) Yo = pgo) - B! /m,, (where p,(lo) is the rest frame density) and v!*" = plab/E!2b we have

(0) (0)

(11.33)

trf _ Pa Py /N
a =_—-2 )\a
PaPb Vg Amgmy b
or with pgo) = 2Myg,
1 N
= —_—. 11.34
ST A TV (11.34)
Decay of particles
For the decay of particle a one has macroscopically
dN
—=-I'N 11.35
I : (11.35)

i.e. the amount of decaying particles is proportional to the number of particles with proportionality
factor the em decay width I'. From the solution

N(t) = N(0)e "t (11.36)
one knows that the decay time 7 = 1/T". Microscopically one has
Ndecay
—dewy _ N, -T
T
or N o1
=—-— —. 11.
TV o (11.37)

This quantity is not covariant, as expected. The decay time for moving particles 7 is related to the
decay time in the rest frame of that particle (the proper decay time 79) by 7 = «79. For the (proper)
decay width one thus has

1 N

T Om, TV’

To (11.38)

Fermi’s Golden Rule

In both the scattering cross section and the decay constant the quantity N/TV appears. For this we
employ in essence Fermi’s Golden rule stating that when the S-matrix element is written as

Spi =07 — (2m)* 64 (P — Py) ity (11.39)

(in which we can calculate —i.#}; using Feynman diagrams), the number of scattered or decayed
particles is given by
) 2
N = |(@2m)* 6" (P, — Py)idlys|” dZ(p, - .., pn). (11.40)

One of the ¢ functions can be rewritten as T'- V' (remember the normalization of plane waves),
|(2m)* 84 (Ps — Py) [

= (2n)*6*(P; — Py) /V Td4xei<PfPf>w

= (2n)* 64 (P, — Py) /VT d*z =V -T (2m)*6*(P; — Py).
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(Using normalized wave packets these somewhat ill-defined manipulations can be made more rigorous).
The result is

N 2
Ty = A5l AR (s, prs ). (11.41)
Combining this with the expressions for the width or the cross section one obtains for the decay width
1
I =— [dZ(m* p1,...,Pn 2 11.42
o [ R ) (11.42)
2—body decay q 2
= — [ dQ . 11.43
e [ el (1143

The differential cross section (final state not integrated over) is given by

1
do = Mi|? AR (5,1, . .. ), 11.44
g 2\/)\_0,b| f| (S D1 p ) ( )
and for instance for two particles
/ Oem) | 8
do =L A (8, 0cm) Ao = | A(st) dt. (11.45)
q| 8m/s Aab | 4w

This can be used to get the full expression for do/dt for ey and ete™ scattering, for which the
amplitudes squared have been calculated in the previous chapter. The amplitude —.# /87+/s is the
one to be compared with the quantum mechanical scattering amplitude f(F,#), for which one has
do/dQ = |f(E,0)|?. The sign difference comes from the (conventional) sign in relation between S and
quantummechanical and relativistic scattering amplitude, respectively.

11.4 Unitarity condition

The unitarity of the S-matrix, i.e.
(S7) fn Sni = b

implies for the scattering matrix .Z,
(60 +1(2m) 6 (Pp — Pp) (A1) g0 [6ni — i(2m)* 64 (Ps — Pp) i) = b1,

or
—i [ My = (M) ] ==Y (M) 27)* 64 (P = Pr) M. (11.46)

Since the amplitudes also depend on all momenta the full result for two-particle intermediate states
is (in CM, see 11.25)

—i [%fi (J/ﬂ ﬂ = Z/dQ Gn) nf(qthn) 167 2\/— Mni(Q;,4,,)- (11.47)

Partial wave expansion

Often it is useful to make a partial wave expansion for the amplitude .# (s, 0) or .#(q;,q;),

M (5,0) = —8m /s Y (20 + 1)My(s) Py(cos ), (11.48)
14

(in analogy with the expansion for f(F,6) in quantum mechanics; note the sign and cosf = §; - Gy).
Inserted in the unitarity condition for .#,

. M nf Qn Lﬂnl
Z[SW\/E SW\/_] Z/d "8 y/s 21 81\/5




Scattering theory 107

we obtain

LHS = —i 3 (20 +1) Po(di-d) (Mo)ri ~ (M])5s)
¢
while for the RHS use is made of

. 4w . /A
PG-q)=> Y@ (@)

20+1

and the orthogonality of the Y, functions to prove that
RHS =2 > (20 + 1) PolGi - 4r) (M]) g (M),

n /£
ie.
—1 ((]\4E)fZ ) = 22 fn dn Mé)ni (1149)
If only one channel is present this simplifies to
—i (My — M}) =2qM; My, (11.50)

or Im M, = q|M,|?, which allows writing

Se(s) —1  e?0els) — 1
Mo(s) = _ , 11.51
) =5 2iq (11.51)
where Sy(s) satisfies [S¢(s)] = 1 and d4(s) is the phase shift.
In general a given channel has |Sy(s)| < 1, parametrized as S¢(s) = n¢(s) exp(2i d¢(s)). Using

q | (s Gcm)
dQ) =
q| 8mys

in combination with the partial wave expansion for the amplitudes .# and the orthogonality of the
Legendre polynomials immediately gives for the elastic channel,

)

ga = AmY (204 1)[Mq(s)]?
¢
- TN ers et -1 (11.52)
= 2i ' '
¢
and for the case that this is the only channel (purely elastic scattering, n = 1) the result
4
0o = q_j > (204 1) sin? 6. (11.53)
‘
From the imaginary part of .# (s, 0), the total cross section can be determined. Show that
or = “TNV(204 1)Im M(s)
E
2
- q” (20 + 1) (1 — 1 cos25,). (11.54)
¢
The difference is the inelastic cross section,
Tinel = %Z 20+ 1) (1 — n2). (11.55)
‘

Note that the total cross section is maximal in the case of full absorption, n = 0, in which case,
however, 0¢] = Ginel-

We note that unitarity is generally broken in a finite order calculation. Relating Im.# and |.Z|?
we obtain relations between terms at different order in the coupling constant.
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11.5 Unstable particles

For a stable particle the propagator is
i

iA(k) = k2 — M2 4+ je

(11.56)

(note that we have disregarded spin). The prescription for the pole structure, i.e. one has poles at k°

= +(E), — i€) where Ej, = +V/'k? + M?2 guarantees the correct behavior, specifically one has for ¢t > 0
that the Fourier transform is

—ikOt
0 ,—ik’t A / 0 € (t>0) —iEt
/dk ¢ (k) oc [ dk (kO — By, +ie) (k0 + E), — de) . ¢ ’

i.e. o« U(t,0), the time-evolution operator. For an unstable particle one expects that

U(t,O) o e*i(E*iF/?)a

such that |U(¢,0)|? = e~!*. This is achieved with a propagator
1

i8elb) = =3

(11.57)

(again disregarding spin). The quantity I' is precisely the width for unstable particles. This is
(somewhat sloppy!) seen by considering the (amputated) 1PI two-point vertex

7@ = __Z
A

as the amplitude —i.# for scattering a particle into itself (forward!) through the decay channels as
intermediate states. The unitarity condition then states

2Tm AR (k)

Z/d,%’(pl, ) (2m) 64 (k — P,) Mg

2M Y T, =2MT. (11.58)

This shows that I' is the width of the resonance, which is given by a sum of the partial widths into
the different channels. It is important to note that the physical width of a particle is the imaginary
part of the two-point vertex at s = M?2.

For the amplitude in a scattering process going through a resonance, it is straightforward to write
down the partial wave amplitude,

—MT.T,
ik fabiut (11.59)

My)is(s) = .
(9 M2)is(5) = 3

(Prove this using the unitarity condition for partial waves). From this one sees that a resonance has
the same shape in all channels but different strength. Limiting ourselves to a resonance in one channel,
it is furthermore easy to prove that the cross section is given by

4ar M?1?
2

T 20+1) PESTEEE (11.60)

Oecl =
reaching the unitarity limit for s = M2, where furthermore oi,e1 = 0. This characteristic shape of a

resonance is called the Breit-Wigner shape. The half-width of the resonance is MT'. The phase shift
in the resonating channel near the resonance is given by

MT

tan5g(s) = m,

(11.61)
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showing that the phase shift at resonance rises through § = 7/2 with a ’velocity’ 8§/9s = 1/MT,
i.e. a fast change in the phase shift for a narrow resonance. Note that because of the presence of a
background the phase shift at resonance may actually be shifted.

Three famous resonances are:

The A-resonance seen in pion-nucleon scattering. Its mass is M = 1232 MeV, its width ' =
120 MeV. At resonance the cross section or(7tp) is about 210 mb. The cross section o7 (7~ p)
also shows a resonance with the same width with a value of about 70 mb. This implies that the
resonance has spin J = 3/2 (decaying in a P-wave (¢ = 1) pion-nucleon state) and isospin I =
3/2 (the latter under the assumption that isospin is conserved for the strong interactions).

The J/1 resonance in ete™ scattering. This is a narrow resonance discovered in 1974. Its mass
is M = 3096.88 MeV, the full width is I' = 88 keV, the partial width into ete™ is ' = 5.26
keV.

The Z° resonance in ete™ scattering with M = 91.2 GeV, I' = 2.49 GeV. Essentially this
resonance can decay into quark-antiquark pairs or into pairs of charged leptons. All these
decays can be seen and leave an ’invisible’ width of 498 MeV, which is attributed to neutrinos.
Knowing that each neutrino contributes about 160 MeV (see next chapter), one can reconstruct
the resonance shape for different numbers of neutrino species. Three neutrinos explain the
resonance shape. The cross section at resonance is about 30 nb.

Exercises

Exercise 11.1

Show that the cross section for electron-electron scattering (exercise 10.4) can be written as

with

do dra?

F i Py e {ft,u) +g(t,u) + fu,t) + g(u,t)},

Fltu) = ti? [%(32 +u?) +4m2(t—m2)}
g(t,u) = %[(%s—mg)(%s—?ﬂrﬂ)}

Exercise 11.2

Show that unitarity fixes the numerator of the P-wave amplitude near the A-pole,

—MaTA/q

M =
1) = 3 raMars

when I' is approximately constant near this pole.



Chapter 12

The standard model

12.1 Non-abelian gauge theories

In chapter 10 we have considered quantum electrodynamics as an example of a gauge theory. The pho-
ton field A, was introduced as to render the lagrangian invariant under local gauge transformations.
The extension to non-abelian gauge theories is straightforward. The symmetry group is a Lie-group
G generated by generators T,, which satisfy commutation relations

[Ta,Tb] = icabcTca (12.1)

with cgqpe known as the structure constants of the group. For a compact Lie-group they are antisym-
metric in the three indices. In an abelian group the structure constants would be zero (for instance
the trivial example of U(1)). Consider a field transforming under the group,

$(z) — " @Lag(z) B (14i6%(x)L,) $(x) (12.2)

where L, is a representation matrix for the representation to which ¢ belongs, i.e. for a three-
component field ¢ under an SO(3) or SU(2) symmetry transformation,

b — 0Ly 5 g4 (12.3)

The complication arises (as in the abelian case) when one considers for a lagrangian density
Z(¢,0,¢) the behavior of d,,¢ under a local gauge transformation, U(#) = et (@)Lla

p(z) — U(O)d(x), (12.4)
ho(z) —  U(0)0uo(x) + (0,U(0)) o(x). (12.5)

Introducing as many gauge fields as there are generators in the group, which are conveniently combined
in the matrix valued field wu = WﬁLa, one defines

D, ¢(x) = (0 —igW,,) ¢(x), (12.6)
and one obtains after transformation
D,¢(x) — U(0)0u0(x) + (0.U(9)) d(x) — ig W, U(0) ().
Requiring that D¢ transforms as D,¢ — U(6) D, (or D, — U(§)D,U~'(6)) gives

D, ¢(z) — U(0)0ud(x) —igU(0) W, ¢(x),

110
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which implies

W= U)W, U 0) - - (0,

. U9) U (o), (12.7)

or infinitesimal ) )
la __ a b c a __ a a
WN = WN - Cab00 WN + ; 8H0 = WM + gD‘uH .

It is necessary to introduce the free lagrangian density for the gauge fields just like the term
—(1/4)F,, F* in QED. For abelian fields F),, = 9,4, —0,A, = (i/9)[Dy, D] is gauge invariant. In
the nonabelian case 0,W;, — 9, W7, does not provide a gauge invariant candidate for G, = GY,, Lq,
as can be checked easily. Generalizing the expression in terms of the covariant derivatives, provides a
gauge invariant definition for G . We have

1 .
Quu = 5 [QN’QV] = aﬂwu - 8pr, -9 [Epﬂwu]? (128)
with for the explicit fields
G, =0, WS — 0,W + g cae W WS, (12.9)
transforming like
G,, — U®)G,U®). (12.10)
The gauge-invariant lagrangian density is now constructed as
1 v 1 a va
L(¢,0,0) — ZL(¢,D,0) — §TrQWQ“ =2(¢,D,0) — ZGWG“ (12.11)

with the standard normalization Tr(L,Lp) = %5@. Note that the gauge fields must be massless, as a
mass term o M&VW;}W““ would break gauge invariance.

QCD, an example of a nonabelian gauge theory

As an example of a nonabelian gauge theory consider quantum chromodynamics (QCD), the theory
describing the interactions of the colored quarks. The existence of an extra degree of freedom for
each species of quarks is evident for several reasons, e.g. the necessity to have an antisymmetric wave
function for the A%+ particle consisting of three up quarks (each with charge +(2/3)e). With the
quarks belonging to the fundamental (three-dimensional) representation of SU(3)¢, i.e. having three
components in color space

(o
¢ = % )
(&
the wave function of the baryons (such as nucleons and deltas) form a singlet under SU(3)c,
1
|color) = —= (|rgb) — |grb) + |gbr) — |bgr) + |brg) — |rbg)) . (12.12)

V6

The nonabelian gauge theory that is obtained by making the 'free’ quark lagrangian, for one specific
species (flavor) of quarks just the Dirac lagrangian for an elementary fermion,

L =P — my,

invariant under local SU(3)¢ transformations has proven to be a good candidate for the microscopic
theory of the strong interactions. The representation matrices for the quarks and antiquarks in the
fundamental representation are given by
Aa
F, = > for quarks,
b .
F, = — for antiquarks,
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XY(x) XY x)

P
VeV

internal space

Figure 12.1: The vectors belonging to internal space located at each point in (one-dimensional) space

which satisfy commutation relations [F,, Fy] = ¢ fapcFe in which fgpe are the (completely antisymmet-
ric) structure constants of SU(3) and where the matrices A, are the eight Gell-Mann matrices'. The
(locally) gauge invariant lagrangian density is

1 _ _
L= Fa PO iy —miy, (12.13)

with

Dyt = B — ig A Fo,
F;}V = 8HA§ — 8”AZ + gcabCAZAICJ.

Note that the term i¢Di) = i@y + g A Fup = ipdy + JHeAS with j#¢ = overliney Foy)
describes the interactions of the gauge bosons A7, (gluons) with the color current of the quarks (this
is again precisely the Noether current corresponding to color symmetry transformations). Note fur-
thermore that the lagrangian terms for the gluons contain interaction terms corresponding to vertices
with three gluons and four gluons due to the nonabelian character of the theory. For writing down the
complete set of Feynman rules it is necessary to account for the gauge symmetry in the quantization
procedure. This will lead (depending on the choice of gauge conditions) to the presence of ghost fields.
(For more details see e.g. Ryder, chapter 7.)

A geometric picture of gauge theories

A geometric picture of gauge theories is useful for comparison with general relativity and topological
considerations (such as we have seen in the Aharonov-Bohm experiment). Consider the space [[, *G
(called a fibre bundle). At each space-time point x there is considered to be a copy of an internal
space G (say spin or isospin). In each of these spaces a reference frame is defined. ¢ (z) denotes a
field vector 1 (x) which belongs to a representation of G, i.e. forms a vector in the internal space (see
fig. 12.1). The superscript = denotes that it is expressed with respect to the frame at point z, i.e. the
basis of *G. Let fields AZ (z) determine the ’parallel displacements’ in the internal space, i.e. connect

IThe Gell-Mann matrices are the eight traceless hermitean matrices generating SU(3) transformations,

() ) )
P IS el IR

. 1 (!
) e )
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the basis for *G and *+9*G,
() = (14 igda™ A%(2)T,)" () (12.14)
= (L+igdat A, (2))" ¥(x), (12.15)

which connects two identical vectors, but expresses them with respect to different bases.
If there is a ’true’ difference in the vector 1(z) and ¥(z + dz) it is denoted with the covariant
derivative connecting the vectors expressed with respect to the same basis, i.e.

THTY(e 4 de) = (1+de D) (z), (12.16)

which in the presence of the ’connection’ A, differs from the total change between “¢(z) and THdz) (4
d),

oy (z + dr) = (1 + dat 9,)" (z). (12.17)
The three equations given so far immediately give
D,=0,—igA,(r). (12.18)

We note that local gauge invariance requires that we can modify all local systems with a (local) unitary
transformation S(x). The relation in Eq. 12.16, should be independent of such transformations,
requiring that the 'connection” A ,(x) is such that D, — S(x)D,,S™"(x).
A ’constant’ vector that only rotates because of the arbitrary definitions of local frames satisfies
D, ¢(z) =0, ie.
[0, —ig A, (2)] ¢(x) =0

or considering a path z#(s) from a fixed origin (0) to point z,

dxt .
O 0= ig A, ()] b(a) =0,
which is solved by

dy(s) igA#(S)w(S)CZC—:7
, dxt

w6 = e (ia [ a5 A ) 0l0),

which is the path-ordered integral denoted
W(x) = P et e d" A,y 0), (12.19)

This gives rise to a (path dependent) phase in each point.

In principle such a phase in a given point is not observable. However, if two different paths to the
same point give different phases the effects can be observed. What is this physical effect by which the
‘connection’ Au can be observed? For this consider the phase around a closed loop,

-dx M

_dy

dx*
For the constant vector, it is given by
() = (A —idy’D,)(1 —idx"D,)(1+idy"D,)(1+ids"D,,)(x)
= (14 datdy” [Q“,Qu]) P(x)
= (1-igdo™ G,,) v(x),

v
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where G, = (i/9)[D,,, D, ]. Similarly as the definition of the covariant derivative the effect is thus
frame-independent and we have the transformation law G, — S(z)G,,S~'(z). In geometric lan-
guage the effect on parallel transport of a vector depends on the 'curvature’ G,,,. Only if this quantity
is nonzero a physically observable effect of A, exists. If it is zero one has $ dztA,(z) = 0, and equiva-
lently A, can be considered as a pure gauge effect, which means that by an appropriate transformation
S(x) it can be gauged away (see the example of Aharonov-Bohm effect).

12.2 Spontaneous symmetry breaking

In this section we consider the situation that the groundstate of a physical system is degenerate.
Consider as an example a ferromagnet with an interaction hamiltonian of the form

H=-) J;Si-8;,

i>j

which is rotationally invariant. If the temperature is high enough the spins are oriented randomly
and the (macroscopic) ground state is spherically symmetric. If the temperature is below a certain
critical temperature (7' < T.) the kinetic energy is no longer dominant and the above hamiltonian
prefers a lowest energy configuration in which all spins are parallel. In this case there are many
possible groundstates (determined by a fixed direction in space). This characterizes spontaneous
symmetry breaking, the groundstate itself appears degenerate. As there can be one and only one
groundstate, this means that there is more than one possibility for the groundstate. Nature will
choose one, usually being (slightly) prejudiced by impurities, external magnetic fields, i.e. in reality a
not perfectly symmetric situation.

Nevertheless, we can disregard those 'perturbations’ and look at the ideal situation, e.g. a theory
for a scalar degree of freedom (a scalar field) having three (real) components,

with a lagrangian density of the form

2= 10,60F—Lm? 3G NG9, (1220)

-V($)

-,

The potential V(¢) is shown in fig. 12.2. Classically the (time-independent) ground state is found for

V(9) /
F O]

Figure 12.2: The symmetry-breaking ’potential’ in the lagrangian for the case that m? < 0.
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a constant field (V¢ = 0) and the condition

oV 2
—| =0 — e Pe=0 or @, PG.=—
a(b 9

the latter only forming a minimum for m? < 0. In this situation one speaks of spontaneous symmetry
breaking. The classical groundstate appears degenerate. Any constant field ¢, with "length’ |$| =Fis
a possible groundstate. The presence of a nonzero value for the classical groundstate value of the field
will have an effect when the field is quantized. A quantum field theory has only one nondegenerate
groundstate [0). Writing the field ¢ as a sum of a classical and a quantum field, ¢ = @. + ¢quantum

= F?

>,|§

where for the (operator-valued) coefficients in the quantum field one wants (0|c’ = ¢|0) = 0, so one
has

(0l¢quantum|0) =0 and  (0]¢[0) = @.. (12.21)

Stability of the action requires the classical groundstate J. to have a well-defined value (which can
be nonzero), while the quadratic terms must correspond with non-negative masses. In the case of
degeneracy, therefore a choice must be made, say

(0[4]0) =

0
0 ] . (12.22)
F

The situation now is the following. The original lagrangian contained an SO(3) invariance under
(length conserving) rotations among the three fields, while the lagrangian including the nonzero
groundstate expectation value chosen by nature, has less symmetry. It is only invariant under ro-
tations around the 3-axis.

It is appropriate to redefine the field as

—

o=

P1
P2 ) (12.23)
F+n

such that (0]¢1]0) = (0|¢2]0) = (0|n|0) = 0. The field along the third axis plays a special role because
of the choice of the vacuum expectation value. In order to see the consequences for the particle
spectrum of the theory we construct the lagrangian in terms of the fields 1, @2 and 7. It is sufficient
to do this to second order in the fields as the higher (cubic, etc.) terms constitute interaction terms.
The result is

L = SO g Oupa + 5 ) — 5 (6 + )
g (P n)? = DA+ G+ F2 4+ 2 ) (12.24)
= % (Ouspr)? + % (0p2)° + % Oun)* +m*n? +... . (12.25)
Therefore there are 2 massless scalar particles, corresponding to the number of broken generators (in
this case rotations around 1 and 2 axis) and 1 massive scalar particle with mass m% = —2m?2. The

massless particles are called Goldstone bosons.

Realization of symmetries
In this section we want to discuss a bit more formal the two possible ways that a symmetry can be

implemented. They are known as the Weyl mode or the Goldstone mode:

Weyl mode. In this mode the lagrangian and the vacuum are both invariant under a set of symmetry
transformations generated by Q%, i.e. for the vacuum Q%|0) = 0. In this case the spectrum is described
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by degenerate representations of the symmetry group. Known examples are rotational symmetry and
the fact that the the spectrum shows multiplets labeled by angular momentum ¢ (with members
labeled by m). The generators Q* (in that case the rotation operators L., L, and L, or instead of the
latter two L4 and L_) are used to label the multiplet members or transform them into one another.
A bit more formal, if the generators Q® generate a symmetry, i.e. [Q%, H] =0, and |a) and |a’) belong
to the same multiplet (there is a Q® such that |a’) = Q%|a)) then H|a) = E,|a) implies that H|a') =
E,|a’), i.e. a and o' are degenerate states.

Goldstone mode. In this mode the lagrangian is invariant but Q%|0) # 0 for a number of generators.
This means that they are operators that create states from the vacuum, denoted |7%(k)). As the
generators for a symmetry are precisely the zero-components of a conserved current Jj; (z) integrated
over space, there must be a nonzero expectation value (0].J;(z)|7*(k)). Using translation invariance
and as k, is the only four vector on which this matrix element could depend one may write

(O T3 ()7 (k) = fakue " 6ap  (fx #0) (12.26)
for all the states labeled by a corresponding to 'broken’ generators. Taking the derivative,

(010" T (@)|x" (k) = fr k€57 6 = frmiza e F" Sy, (12.27)
If the transformations in the lagrangian give rise to a symmetry the Noether currents are conserved,
8“J;j = 0, irrespective of the fact if they annihilate the vacuum, and one must have m,. = 0, i.e. a
massless Goldstone boson for each ’broken’ generator. Note that for the fields 7%(z) one would have
the relation (0] (z)|7®(k)) = e’**, suggesting the stronger relation 0" J¢(z) = frm2. 7 ().

Chiral symmetry

An example of spontaneous symmetry breaking is chiral symmetry breaking in QCD. Neglecting at
this point the local color symmetry, the lagrangian for the quarks consists of the free Dirac lagrangian
for each of the types of quarks, called flavors. Including a sum over the different flavors (up, down,
strange, etc.) one can write

L = (i) — M), (12.28)
where 1 is extended to a vector in flavor space and M is a diagonal matrix,
Py en

v=| Ya |, M = ma (12.29)

(Note that each of the entries in the vector for ¢ is a 4-component Dirac spinor). This lagrangian
density then is invariant under unitary (vector) transformations in the flavor space,

¢ — Ty, (12.30)

which for instance including only two flavors form an SU(2)y symmetry (isospin symmetry) gen-
erated by the Pauli matrices, T = 7/2. The conserved currents corresponding to this symmetry
transformation are found directly using Noether’s theorem (see chapter 6),

Vi = Py Thp. (12.31)
Using the Dirac equation, it is easy to see that one gets

OV =i [M, T . (12.32)
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Furthermore 8#\7“ =0 < [M, f] = 0. From group theory (Schur’s theorem) one knows that the
latter can only be true, if in flavor space M is proportional to the unit matrix, M = m-1. Le. SU(2)y
(isospin) symmetry is good if the up and down quark masses are identical. This situation, both are
very small, is what happens in the real world. This symmetry is realized in the Weyl mode with
the spectrum of QCD showing an almost perfect isospin symmetry, e.g. a doublet (isospin 1/2) of
nucleons, proton and neutron, with almost degenerate masses (M, = 938.3 MeV/c? and M,, = 939.6
MeV /c?), but also a triplet (isospin 1) of pions, etc.
There exists another set of symmetry transformations, socalled axial vector transformations,

) (12.33)

which for instance including only two flavors form SU(2)4 transformations generated by the Pauli
matrices, Ty5 = 775/2. Note that these transformations also work on the spinor indices. The currents
corresponding to this symmetry transformation are again found using Noether’s theorem,

Al = PyPTygh. (12.34)
Using the Dirac equation, it is easy to see that one gets
Op A" = i g {M, T} s 1. (12.35)

In this case @,/f“ = 0 will be true if the quarks have zero mass, which is approximately true for the up
and down quarks. Therefore the world of up and down quarks describing pions, nucleons and atomic
nuclei has not only an isospin or vector symmetry SU(2)y but also an axial vector symmetry SU(2) 4.
This combined symmetry is what one calls chiral symmetry.

That the massless theory has this symmetry can also be seen by writing it down for the socalled
lefthanded and righthanded fermions, ¥, = %(1 =+ 745)1, in terms of which the Dirac lagrangian
density looks like

L =YL +iprPvr — YrMYL — O Mg, (12.36)

If the mass is zero the lagrangian is split into two disjunct parts for L and R showing that there is
a direct product SU(2);, ® SU(2)r symmetry, generated by T /L= %(1 + "/5)f, which is equivalent
to the V-A symmetry. This symmetry, however, is by nature not realized in the Weyl mode. How
can we see this. The chiral fields ¥ and v, are transformed into each other under parity. Therefore
realization in the Weyl mode would require that all particles come double with positive and negative
parity, or, stated equivalently, parity would not play a role in the world. We know that mesons and
baryons (such as the nucleons) have a well-defined parity that is conserved.

The conclusion is that the original symmetry of the lagrangian is spontaneously broken and as the
vector part of the symmetry is the well-known isospin symmetry, nature has choosen the path

SUQ2)L®SU22)r = SU@2)v,

i.e. the lagrangian density is invariant under left (L) and right (R) rotations independently, while the
groundstate is only invariant under isospin rotations (R = L). From the number of broken generators
it is clear that one expects three massless Goldstone bosons, for which the field (according to the
discussion above) has the same behavior under parity, etc. as the quantity d,A"(x), i.e. (leaving
out the flavor structure) the same as ¥y5%, i.e. behaves as a pseudoscalar particle (spin zero, parity
minus). In the real world, where the quark masses are not completely zero, chiral symmetry is not
perfect. Still the basic fact that the generators acting on the vacuum give a nonzero result (i.e. fr # 0
remains, but the fact that the symmetry is not perfect and the right hand side of Eq. 12.35 is nonzero,
gives also rise to a nonzero mass for the Goldstone bosons according to Eq. 12.27. The Goldstone
bosons of QCD are the pions for which f, = 93 MeV and which have a mass of m, ~ 138 MeV/c?,
much smaller than any of the other mesons or baryons.
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12.3 The Higgs mechanism

The Higgs mechanism occurs when spontaneous symmetry breaking happens in a gauge theory where
gauge bosons have been introduced in order to assure the local symmetry. Considering the same
example with rotational symmetry (SO(3)) as for spontaneous symmetry breaking of a scalar field
(Higgs field) with three components, made into a gauge theory,

1 5 - 1 - - -
Z = ~1 G - GM + §D#¢~D”¢—V(¢), (12.37)
where . . .
Dyd = 8,6 — ig Wi Lad. (12.38)
Since the explicit (conjugate, in this case three-dimensional) representation (L,);; = —i€q:; One sees

that the fields Wu and C_jm, also can be represented as three-component fields,

Dy = 0,6+9gW,x 6, (12.39)
C_j,uu = 8;LW1/ - 8VW# + QWH X Wy- (1240)

The symmetry is broken in the same way as before and the same choice for the vacuum,

0
0 1.
F

is made. The difference comes when we reparametrize the field 5 We have the possibility to perform
local gauge transformations. Therefore we can always rotate the field ¢ into the z-direction in order

to simplify the calculation, i.e.
0
é= [ 0 ] =
?3

DN$:6N5+gWH xq_b):

Ge = (0]¢|0) =

0
0 ] . (12.41)
F+n

Explicitly one then has

1 1
—gF W, —gW,n

gFWﬁ—i—gWin ]
8;”7

which gives for the lagrangian density up to quadratic terms

1 o . 1 - - 1 - - o
< = ——GW-GW+—DH¢-D“¢——m2¢-¢—5(¢-¢>2
4 2 2 4
1 = . - = 1
= =5 O, = 0,W,) - (WY = 0" WH) = 2 g (Wi 4 W)
1
+3 Oum)? +m2n? +..., (12.42)

from which one reads off that the particle content of the theory consists of one massless gauge boson
(W2), two massive bosons (W, and W7} with My = gF) and a massive scalar particle (n with m2 =
—2m?2. The latter is a spin 0 particle (real scalar field) called a Higgs particle. Note that the number
of massless gauge bosons (in this case one) coincides with the number of generators corresponding to
the remaining symmetry (in this case rotations around the 3-axis), while the number of massive gauge
bosons coincides with the number of "broken’ generators.

One may wonder about the degrees of freedom, as in this case there are no massless Goldstone
bosons. Initially there are 3 massless gauge fields (each, like a photon, having two independent spin
components) and three scalar fields (one degree of freedom each), thus 9 independent degrees of
freedom. After symmetry breaking the same number (as expected) comes out, but one has 1 massless
gauge field (2), 2 massive vector fields or spin 1 bosons (2 x 3) and one scalar field (1), again 9 degrees
of freedom.
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12.4 The standard model SU(2)y @ U(1)y

The symmetry ideas discussed before play an essential role in the standard model that describes
the elementary particles, the quarks (up, down, etc.), the leptons (elektrons, muons, neutrinos, etc.)
and the gauge bosons responsible for the strong, electromagnetic and weak forces. In the standard
model one starts with a very simple basic lagrangian for (massless) fermions which exhibits more
symmetry than observed in nature. By introducing gauge fields and breaking the symmetry a more
complex lagrangian is obtained, that gives a good description of the physical world. The procedure,
however, implies certain nontrivial relations between masses and mixing angles that can be tested
experimentally and sofar are in excellent agreement with experiment.

The lagrangian for the leptons consists of three families each containing an elementary fermion
(electron e™, muon p~ or tau 7 ), its corresponding neutrino (ve, v, and v,) and their antiparticles.
As they are massless, left- and righthanded particles, ¢/, = %(1 =+ 75)¢ decouple. For the neutrino
only a lefthanded particle (and righthanded antiparticle) exist. Thus

£ = ieRPer +ierPer +iTerPver + (1, 7). (12.43)

One introduces a (weak) SU(2)w symmetry under which er forms a singlet, while the lefthanded
particles form a doublet, i.e.

_ Ve . N 1 3 +1/2
L_[eL] WlthTw—2andTW—{_1/2
and
R=eg with Ty = 0 and T5, = 0.
Thus the lagrangian density is B _
2 =i TPL + i RPR, (12.44)

which has an SU(2)w symmetry under transformations ela'fw, explicitly

L YW arzp (12.45)
R 1AV R (12.46)

One notes that the charges of the leptons can be obtained as Q = T3, — 1/2 for lefthanded particles
and @ = T, — 1 for righthanded particles. This is written as

Yi
Q=T+ X, (12.47)

2
and Yy is considered as an operator that generates a U(1)y symmetry, under which the lefthanded
and righthanded particles with Yy (L) = —1 and Yy (R) = —2 transform with e?YW/2_ explicitly

L Yy iz, (12.48)
R Ty -isp, (12.49)

Next the SU(2)w ® U(1)y symmetry is made into a local symmetry introducing gauge fields Wu and
B,, in the covariant derivative D, = 0, +igW,, - Tw + i ¢’ B,Yw /2, explicitly

DL = 3“L+%gV_VM FL - %g’BuL, (12.50)
D,R = 8,R—ig B,R, (12.51)
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where W, is a triplet of gauge bosons with Ty = 1, T3, = £1 or 0 and Yy = 0 (thus Q = T3,) and
B,, is a singlet under SU(2)w (Tw = T3, = 0) and also has Yy = 0. Putting this in leads to

P gUD 4 U2 (12.52)

2UY = iRy"(8, —ig'B)R +iT1" (9, — %g’B# + %gm AL

S 5 o o 1
w2 — (0, W, — W, +gW, x W,)? — Z(auBu —0,B,)%.

1

4
In order to break the symmetry to the symmetry of the physical world, the U(1)q symmetry (generated
by the charge operator), a complex Higgs field

(et ) _ [ 02t i0)
= [ ¢’ ] - [ %(64—1'93) (12.53)

with Tw = 1/2 and Yy = 1 is introduced, with the following lagrangian density consisting of a
symmetry breaking piece and a coupling to the fermions,

2 =204 g0 (12.54)
where
2™ = (D) (D"¢) —m* 6T — A (679)?,
—V(9)
o (h2) —Ge(fqﬁR—i—E(bTL),
and ‘ ‘
S
Du(b = (ap, + 5 gWH ST+ 5 g’ BN)¢ (1255)

The Higgs potential V(¢) is choosen such that it gives rise to spontaneous symmetry breaking with
ol = —m?/2)\ = v?/2. For the classical field the choice 6, = v is made, which assures with the
choice of Yy of the Higgs field assures that @ generates the remaining U(1) symmetry. Using local
gauge invariance 6; for i = 1, 2 and 3 may be eliminated (the necessary SU(2)w rotation is precisely

e~?0(@)7) leading to the parametrization

1 0
b(x) = — [ ot hz) ] (12.56)
and e
o (Ze e (4 h
D¢ = ° ( fwg_);B ) (12.57)
%a#h—g( it “)(v+h)
Up to cubic terms, this leads to the lagrangian
p(h1)  _ 1 2 212 g*v? 1,2 212
= 3@uh)" +mh 4 = (W22 + (W33
v? 3 N2
+g (9W. —g'Bu)" +... (12.58)
= l(a h)* +m® h* + gv (W2 + (W,)?]
9K 8 I I

2 12 2
+W(Zu)2 T (12.59)



The standard model 121

where the quadratically appearing gauge fields that are furthermore eigenstates of the charge operator
are

1
+ .
Wy = 7 (W, £iW7), (12.60)
gW2—g' B, 5
zZ, = W = cosOw W, —sinfw By, (12.61)
'"W3+gB
Ay = LTI — Gy WP+ cosbw B, (12.62)

Ve

and correspond to three massive particle fields (W* and Z°) and one massless field (photon «y) with

M = 94”, (12.63)
2,2 2
gcv Mg,
M2 = - 12.64
z 4 cos?2 Oy  cos?Oy’ ( )
M2 = 0. (12.65)

The weak mixing angle is related to the ratio of coupling constants, ¢’/g = tan 6y .
The coupling of the fermions to the physical gauge bosons are contained in . (/1) giving

U = ieyrde + i Ty . — gsinfy eyte A,

1 1
sin? Oy erY''er — = cos20w eryter + - Ve | Z,
cos Oy 2 2

g o
+ﬁ (Ve’y“eL W, + ey e W:) . (12.66)

From the coupling to the photon, we can read off
e =g sinfy = g’ cos Oy . (12.67)

The coupling of electrons or muons to their respective neutrinos, for instance in the amplitude for
the decay of the muon

H W‘e_p‘><e

Ve
Ve
is given by
2 .
. qg° —Vpst+ oo
—i M = —E(VN’YPML)iniM‘%V(eL’y Ve)
2
. g — _
N T = vs)u) (@97 (1 — 7)) (12.68)
8 My,
e L)
GF ()t (e
= i s UGy (12.69)
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the good old four-point interaction introduced by Fermi to explain the weak interactions, i.e. one has
the relation o ) )
e 1
ZE_- 9= = (12.70)
V2 8My,  8MZ sin*Oy 20
In this way the parameters g, ¢’ and v determine a number of experimentally measurable quantities,
such as

e?/ar ~ 1/137, (12.71)
Gr = 1.1664x107° GeV ™2, (12.72)
sin?fy = 0.2312, (12.73)
My = 80.40 GeV, (12.74)
Mz = 91.19 GeV. (12.75)

The coupling of the Z° to fermions is given by (g/ cos @y )y* multiplied with
T‘?V%(l—75)—sin29WQE %CV - %CA%, (12.76)

with

Cy = T3 —2sin0wQ, (12.77)
Ca = T3 (12.78)

From this coupling it is straightforward to calculate the partial width for Z° into a fermion-antifermion
pair,

- Mgz ¢?
r(z° — -z CZ +C7). 12.79
( ff) 487“:0820”/( v +C4a) ( )
For the electron, muon or tau, leptons with Cyy = —1/2 4 2sin? 6y ~ —0.05 and Cy = —1/2 we

calculate I'(ete™) ~ 78.5 MeV (exp. I'e & '), ~ I'; &~ 83 MeV). For each neutrino species (with Cy =
1/2 and C4 = 1/2 one expects I'(Zr) ~ 155 MeV. Comparing this with the total width into (invisible!)
channels, I';ppisibie = 480 MeV one sees that three families of (light) neutrinos are allowed. Actually
including corrections corresponding to higher order diagrams the agreement for the decay width into
electrons can be calculated much more accurately and the number of allowed (light) neutrinos turns
to be even closer to three.

The masses of the fermions and the coupling to the Higgs particle are contained in .2 "?). With
the choosen vacuum expectation value for the Higgs field, one obtains

Gev _ Ge _
g(fﬂ) = —W (6L6R+6R€L)—E(CLGR-’—@R@L)}L
= —mede— %Eeh. (12.80)

First, the mass of the electron comes from the spontaneous symmetry breaking but is not predicted
(it is in the coupling Ge). The coupling to the Higgs particle is weak as the value for v calculated e.g.
from the My, mass is about 250 GeV, i.e. m./v is extremely small.

Finally we want to say something about the weak properties of the quarks, as appear for instance

in the decay of the neutron or the decay of the A (quark content uds),
u u

d S

W e W e

Ve Ve

n—pe U, <= d— ue U, AN—pe v, <= s—ue U.
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The quarks also turn out to fit into doublets of SU(2)y for the lefthanded species and into singlets
for the righthanded quarks. A complication arises as it are not the 'mass’ eigenstates that appear in
the weak isospin doublets but linear combinations of them,

f) )0 G

where
dl Vud Vus Vub d
s' = Vea Ves Ve s (12.81)
v, Via Vis Va b ),

This mixing allows all quarks with 75, = —1/2 to decay into an up quark, but with different strength.
Comparing neutron decay and A decay one can get an estimate of the mixing parameter V. in the
socalled Cabibbo-Kobayashi-Maskawa mixing matrix. Decay of B-mesons containing b-quarks allow
estimate of Vyy, etc. In principle one complex phase is allowed in the most general form of the CKM
matrix, which can account for the (observed) CP violation of the weak interactions. This is only true
if the mixing matrix is at least three-dimensional, i.e. CP violation requires three generations. The
magnitudes of the entries in the CKM matrix are nicely represented using the socalled Wolfenstein
parametrization

1— 22 A XN A(p—in)
V= -\ 1—1 )2 A2 A + 0\
NMAQ—-p—in) —X?A 1

with A ~ 0.227, A ~ 0.82 and p ~ 0.22 and n ~ 0.34. The imaginary part i gives rise to CP violation
in decays of K and B-mesons (containing s and b quarks, respectively).

12.5 Family mixing in the Higgs sector and neutrino masses

The quark sector

Allowing for the most general (Dirac) mass generating term in the lagrangian one starts with
2 29 = —Qr¢AaDr — DrA QL — QoA Ur — UrAj¢T QL (12.82)

where we include now the three lefthanded quark doublets in @, the three righthanded quarks with
charge +2/3 in Ug and the three righthanded quarks with charges —1/3 in Dp, each of these containing

the three families, e.g. Ug = [ﬁ CR G] . The A, and Ay are complex matrices in the 3 x 3 family

space. The Higgs field is still limited to one complex doublet. Note that we need the conjugate Higgs
field to get a U(1)y singlet in the case of the charge +2/3 quarks, for which we need the appropriate

weak isospin doublet
(;SC:[ PO ]:i[v—i—h].
—¢~ NG 0
For the (squared) complex matrices we can find positive eigenvalues,
Ay AL =V, G2V and AgAL =V G2V, (12.83)
where V,, and V; are unitary matrices, allowing us to write
Ay =V G, Wi and Ag=ViGaW), (12.84)

with G, and G4 being real and positive and W,, and Wy being different unitary matrices. Thus one
has

& 029 — _DrVy MyWIDg — DgWy My V] Dy — UV, My, WiUg — UgW,, M, VUL (12.85)
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with M, = G,v/v/2 (diagonal matrix containing m.,, m. and m;) and My = Gqv/v/2 (diagonal matrix
containing mq, ms and my). One then reads off that starting with the family basis as defined via the
left doublets that the mass eigenstates (and states coupling to the Higgs field) involve the righthanded
states UR®*® = WJU r and DR = W;DR and the lefthanded states U"* = VJ Ur and DP®° =
VdT Dy,. Working with the mass eigenstates one simply sees that the weak current coupling to the W=+

F7Finass

becomes Uy y* Dy, = U, " V,[Vy DP*S ie. the weak mass eigenstates are
D} = Dy = VIV, DP* = Vogm D, (12.86)

the unitary CKM-matrix introduced above in an ad hoc way.

The lepton sector (massless neutrinos)

For a lepton sector with a lagrangian density of the form

2 W20 — _ToA Ep — EgAlgiL, (12.87)

_[ M
(5]
is a weak doublet containing the three families of neutrinos (N1 ) and charged leptons (Fp) and Ep is

a three-family weak singlet, we find massless neutrinos. As before, one can write A, = V. G, W} and
we find

in which

L W20 — M, (ELV.W]ER — ErW.V,JEL), (12.88)

with M, = G.v/ V2 the diagonal mass matrix with masses m., m, and m,. The mass fields Ej***
= WJEg, E™®* = VIE;. For the (massless) neutrino fields we just can redefine fields into NJass =

The lepton sector (massive Dirac neutrinos)

In principle a massive Dirac neutrino could be accounted for by a lagrangian of the type
2020 — _ToAN Er — EgAi¢TL — T¢A,Ng — NeAl oL (12.89)

with three righthanded neutrinos added to the previous case, decoupling from all known interactions.
Again we continue as before now with matrices A, = V. Ge W and A,, = V,, G,, W,|, and obtain

2020 — _EV, M,WIER — EgW. M. V}E, — NpV,, M,, W Nr — NgW,, M,, VINy. (12.90)

We note that there are mass fields F12% = W1 Eg, BN = ViE, N1ss = VIN, and N3&ss = Wi Ng
and the weak current becomes Ey y* Nj, = Epass ym ViV, N7#ss. Working with the mass eigenstates
for the charged leptons we see that the weak eigenstates for the neutrinos are Nye2k = VI Ny, with
the relation to the mass eigenstates for the lefthanded neutrinos given by

N} = Npeak = iy, Nmass — gl o Nmass, (12.91)

with Upyns = V,:f V. known as the Pontecorvo-Maki-Nakagawa-Sakata mixing matrix.
For neutrino’s this matrix is parametrized in terms of three angles 0;; with c;; = cos;; and
s;5 = sin;; and one angle 9,

1 0 0 C13 0 Slgem C12 S12 0
UPMNS: 0 C23 523 0 1 0 —S812 Ci12 0 y (12.92)

0 —So3 o3 —s13€% 0 3 0 0 1
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a parametrization that in principle also could have been used for quarks. In this case, it is particularly
useful because 61 is essentially determined by solar neutrino oscillations requiring Am?2, ~ 8 x 107°
eV? (convention mg > my ), while 63 then is determined by atmospheric neutrino oscillations requiring
|Am3;| a2 2.5x 1072 eV2. The mixing is intriguingly close to the Harrison-Perkins-Scott tri-bimaximal
mixing matrix

10 0 2/3 1/3 0 2/3 1/3 0
Uaps = | 0 /1/2 —/1/2 —1/3 /2/3 0| = | =V1/6 1/3 —/1/2
0 +/1/2 1/2 0 0 1 —/1/6 +/1/3 1/2

(12.93)

The lepton sector (massive Majorana fields)

An even simpler option than sterile righthanded Dirac neutrinos, is to add in Eq. 12.88 a Majorana
mass term for the (lefthanded) neutrino mass eigenstates,

1 . -
gpmass,v _ _5 (ML NE NL + Mz NL NE) , (1294)

although this option is not attractive as it violates the electroweak symmetry. The way to circumvent
this is to introduce as in the previous section righthanded neutrinos. with for the righthanded sector
a mass term Mg,

y 1o ~T
L™ = —2 (Mg Ng Nfy + Mj; Nj; Ni) (12.95)

In order to have more than a completely decoupled sector, one must for the neutrinos as well as
charged leptons, couple the right- and lefthanded species through Dirac mass terms coming from the
coupling to the Higgs sector as in the previous section. Thus (disregarding family structure) one has
two Majorana neutrinos, one being massive. For the charged leptons there cannot exist a Majorana
mass term as this would break the U(1) electromagnetic symmetry. For the leptons, the left- and
righthanded species then just form a Dirac fermion.

For the neutrino sector, the massless and massive Majorana neutrinos, coupled by a Dirac mass
term, are equivalent to two decoupled Majorana neutrinos (see below). If the Majorana mass Mp >
Mp one actually obtains in a natural way one Majorana neutrino with a very small mass. This is
called the see-saw mechanism (outlined below).

For these light Majorana neutrinos one has, as above, a unitary matrix relating them to the weak
eigenstates. Absorption of phases in the states is not possible for Majorana neutrinos, however, hence
the mixing matrix becomes

e/ 00
Veuns = Upuns K with K = 0 e/ o |. (12.96)
0 0 1

containing three (CP-violating) phases (a1, as and 9).

The see-saw mechanism

Consider (for one family N = n) the most general Lorentz invariant mass term for two independent
Majorana spinors, T} and T% (satisfying T¢ = T and as discussed in chapter 6, T = (Tp)¢ = Tr
and T = Tr). We use here the primes starting with the weak eigenstates. Actually, it is easy to see
that this incorporates the Dirac case by considering the lefthanded part of T} and the righthanded
part of T, as a Dirac spinor ¢. Thus

1=ng +ng, Ty =ng +ng, Y=ngr+ng. (12.97)
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As the most general mass term in the lagrangian density we have

5S 1 - * —— C 1 =, C * . C
gmash = —5 (MLninL+MLnLnL)_§(MRanR+MRanR)
1 — 1 —
-3 (Mpn§ ng+ Mpnyng) — 5 (Mpmgng, +Mpngng) (12.98)
1 (@ @] My, Mp np,
= -3 Mp  Mp n, + h.c. (12.99)

which for Mp = 0 is a pure Majorana lagrangian and for M; = Mpr = 0 and real Mp represents the
Dirac case. The mass matrix can be written as

ML |MD|€Z¢
M = [ Mple® My (12.100)

taking My, and Mg real and non-negative. This choice is possible without loss of generality because
the phases can be absorbed into Y} and Y/ (real must be replaced by hermitean if one includes
families). This is a mixing problem with a symmetric (complex) mass matrix leading to two (real)
mass eigenstates. The diagonalization is analogous to what was done for the A-matrices and one finds
UMUT = My with a (unitary) matrix U, which implies U* MT Ut = U* M*UT = M, and a mormal’
diagonalization of the (hermitean) matrix M MT,

UMMHUT = M, (12.101)
Thus one obtains from
7 2 —ig +ig
M= [ |Mbp| (ﬂAjLLeL%DJ'\JReW) Mol (AJ\/ZLI%: |J\}-D]|\243€ ) ] : (12.102)
the eigenvalues
M, = % M} + M3 +2|Mp|?

+ \/(Mg — M2)? + 4|Mp|? (M2 + M% +2M Mg cos(2¢))] . (12.103)

and we are left with two decoupled Majorana fields T; and Y5, related via

Tir [ np ] [ Tir ] [ ny, ]
=U =U . 12.104
[ Tor ] [ ng )’ Tor np ( )

for each of which one finds the lagrangians

>

1 1 _
for ¢ = 1, 2 with real masses M;. For the situation M = 0 and Mg > Mp (taking Mp real) one
finds M1 ~ M%/MR and M2 ~ MR.

Exercises

Exercise 12.1

Consider the case of the Weyl mode for symmetries. Prove that if the generators Q% generate a
symmetry, i.e. [Q% H] = 0, and |a) and |a’) belong to the same multiplet (there is a Q* such that
la’y = Q%|a)) then H|a) = E,|a) implies that Hl|a') = E,la’), i.e. a and o' are degenerate states.
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Exercise 12.2

Derive for the vector and axial vector currents, VH = E’y“fw and A* = E’y“%fw
8#‘7M = ZE[Ma fw),
A" = i {M, T} s .

Exercise 12.3
a e coupling of the particle to fermions is described by the vertex
Th li f the 79 icl fermi is d ibed by th

. (0{; V= Ch 7“75) :

_Z2COSGW
with
Cy = T3 —2Q sin’® Oy,
Ca = Ty

Write down the matrix element squared (averaged over initial spins and summed over final
spins) for the decay of the Z°. Neglect the masses of fermions and use the fact that the sum
over polarizations is

* PuPv
DM@ 0) = g+ S
A=1

to calculate the width T'(Z° — ff),

- M 2
0 Mz g 2 f2
Lz 1= 487 cos? Oy (CV +Ca ) '

(b) Calculate the width to electron-positron pair, I'(Z° — e*e™), and the width to a pair of neu-
trino’s, I'(Z° — v..). The mass of the Z° is Mz = 91 GeV, the weak mixing angle is given by
sin® Oy = 0.231.

Exercise 12.4

Calculate the lifetime 7 = 1/T" for the top quark (t) assuming that the dominant decay mode is
t—b+WT.

In the standard model this coupling is described by the vertex
—ig B AR
The masses are m; =~ 175 GeV, my ~ 5 GeV and My =~ 80 GeV.

Exercise 12.5

Show that the coupling to the Higgs (WTW ~h, ZZh, hhh and e*e™h) are proportional to the mass
squared (bosons) or mass (fermions) of the particles. Note that you can find the answer without
explicit construction of the interaction terms in the lagrangian.

Exercise 12.6

Check that the use of the Wolfenstein parametrization in the CKM matrix indeed gives a unitary
matrix, at least up to a high (which?) order in .
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Exercise 12.7

In this exercise two limits are investigated for the two-Majorana case.

(a)

Calculate for the special choice My = Mpr = 0 and Mp real, the mass eigenvalues and show

that the mixing matrix is
U — 1 (11
V2 L i

which enables one to rewrite the Dirac field in terms of Majorana spinors. Give the explicit
expressions that relate ¥ and ¢ with T; and Y.

A more interesting situation is 0 = M < |Mp| <« Mg, which leads to the socalled see-saw
mechanism. Calculate the eigenvalues My = 0 and Mr = Mx. Given that neutrino masses
are of the order of 0.05 eV, what is the mass My if we take for Mp the electroweak symmetry
breaking scale v (about 250 GeV).



